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Preface

IbPRIA 2005 (Iberian Conference on Pattern Recognition and Image Analysis) was the
second of a series of conferences jointly organized every two years by the Portuguese
and Spanish Associations for Pattern Recognition (APRP, AERFAI), with the support
of the International Association for Pattern Recognition (IAPR).

This year, IbPRIA was hosted by the Institute for Systems and Robotics and the
Geo-systems Center of the Instituto Superior Técnico and it was held in Estoril, Portu-
gal. It provided the opportunity to bring together researchers from all over the world to
discuss some of the most recent advances in pattern recognition and all areas of video,
image and signal processing.

There was a very positive response to the Call for Papers for IbPRIA 2005. We re-
ceived 292 full papers from 38 countries and 170 were accepted for presentation at the
conference. The high quality of the scientific program of IbPRIA 2005 was due first to
the authors who submitted excellent contributions and second to the dedicated collabo-
ration of the international Program Committee and the other researchers who reviewed
the papers. Each paper was reviewed by two reviewers, in a blind process. We would
like to thank all the authors for submitting their contributions and for sharing their re-
search activities. We are particularly indebted to the Program Committee members and
to all the reviewers for their precious evaluations, which permitted us to set up this
publication.

We were also very pleased to benefit from the participation of the invited speakers
Prof. David Lowe, University of British Columbia (Canada), Prof. Wiro Niessen, Uni-
versity of Utrecht (The Netherlands) and Prof. Isidore Rigoutsos, IBM Watson Research
Center (USA). We would like to express our sincere gratitude to these world-renowned
experts.

We would like to thank Prof. João Sanches and Prof. João Paulo Costeira of the
Organizing Committee, in particular for the management of the Web page and the sub-
mission system software.

Finally, we were very pleased to welcome all the participants who attended IbPRIA
2005. We are looking forward to meeting you at the next edition of IbPRIA, in Spain in
2007.

Estoril, June 2005 Jorge S. Marques
Nicolás Pérez de la Blanca

Pedro Pina
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Solving Particularization with Supervised Clustering Competition Scheme . . . . . . 11
Oriol Pujol and Petia Radeva

Adaptive Optimization with Constraints:
Convergence and Oscillatory Behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Fernando J. Coito and João M. Lemos

Data Characterization for Effective Prototype Selection . . . . . . . . . . . . . . . . . . . . . 27
Ramón A. Mollineda, J. Salvador Sánchez, and José M. Sotoca
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José M.P. Nascimento and José M.B. Dias
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Arturo Gil, Óscar Reinoso, Asunción Vicente,
César Fernández, and Luis Payá
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Abstract. Nearest neighbour search is one of the most simple and used
technique in Pattern Recognition.
One of the most known fast nearest neighbour algorithms was proposed
by Fukunaga and Narendra. The algorithm builds a tree in preprocess
time that is traversed on search time using some elimination rules to
avoid its full exploration.
This paper tests two new types of improvements in a real data environ-
ment, a spelling task. The first improvement is a new (and faster to build)
type of tree, and the second is the introduction of two new elimination
rules.
Both techniques, even taken independently, reduce significantly both: the
number of distance computations and the search time expended to find
the nearest neighbour.

1 Introduction

The Nearest Neighbour Search method consists on finding the nearest point of
a set to a given test point using a distance function [3].

To avoid the exhaustive search many effective algorithms have been devel-
oped [1]. Although some of such algorithms as K-dtrees, R-trees, etc. depend on
the way the points are represented (vectors usually), in this paper we are going
to focus on algorithms that does not make any assumption on the way the points
are represented making them suitable to work in any metric space.

The most popular and refereed algorithm of such type was proposed by Fuku-
naga and Narendra (FNA) [4]. Although some recently proposed algorithms are
more efficient, the FNA is a basic reference in the literature and in the develop-
ment of new rules to improve the main steps of the algorithm that can be easily
extended to other tree based algorithms [2, 6, 9].
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Recently we proposed some improvements in this algorithm [11] that reduce
significantly the number of distance computations. However, those improvements
were tested only with data represented in a vector space. In this work the algo-
rithm is checked in a spelling task where the points are represented by strings
and the distance function is the edit distance. Also we compare our proposal
with Kalantari and McDonalds method as well as with FNA.

2 The Fukunaga and Narendra Algorithm

The FNA is a fast search method that uses a tree structure. Each node p of the
tree represents a group of points Sp, and is characterised by a point Mp ∈ Sp,
(the representative of the group Sp), and its distance Rp of the farthest point in
the set (the radius of the node). The tree is built using recursively the c-means
clustering algorithm.

When a new test point x is given, its nearest neighbour n is found in the tree
using a first-depth strategy. Among the nodes at the same level, the node with
a smaller distance d(x,Mp) is searched earlier. In order to avoid the exploration
of some branches of the tree, the FNA uses a prune rule.

Rule: if n is the nearest neighbour to x up to the moment, no y ∈ Sp can be
the nearest neighbour to x if

d(x, n) +Rp < d(x,Mp)

This rule will be referenced as the Fukunaga and Narendra’s Rule (FNR)
(see fig. 1 for a graphical interpretation).

The FNA defines another rule in order to avoid some distance computations
in the leaves of the tree. In this work only binary trees with one point on the
leaves are considered. On such case the rule related to leaf nodes becomes a
special case of the FNR and will not be considered on the following.

Mp x

n

Rp
Sp

Fig. 1. Original elimination rule used in the algorithm of Fukunaga and Narendra
(FNR).
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3 The Search Tree

In previous works [11] some approximations were developed as an alternative
to the use of the c-means algorithm on the construction of the tree. The best
behaviour was obtained by the method called Most Distant from the Father tree
(MDF). In this work this strategy is compared with c-means strategy1 and with
the incremental strategy to build the tree proposed by Kalantari and McDon-
alds [5], since this last strategy builds a binary tree similar to ours. Given a set
of points, the MDF strategy consists on

– randomly select a point as the representative of the root node;
– in the following level, use as representative of the left node the representative

of the father node. The representative of the right node is the farthest point
among all the points belonging to the father node;

– classify the rest of the prototypes in the node of their nearest representative;
– recursively repeat the process until each leaf node has only one point, the

representative.

This strategy reduces the computation of some distances in the search proce-
dure as the representative of the left node is the same than the representative of
its father. Each time a expansion of the node is necessary, only one new distance
should be computed. Note that the construction of this tree is much faster than
the construction of the FN tree where the c-means algorithm is used recursively.

While in the MDF method the average time complexity is O(n log(n)), in
the case that c-means algorithm is used, the average complexity is O(n2 log(n)).

4 The New Elimination Rules

In the proposed rules, to eliminate a node �, also information related with the
sibling node r is used.

el
Ml Mr

x

n

l r

Fig. 2. Sibling based rule (SBR).

1 As data are strings, the mean of a set of points can’t be obtained. In this case the
median of the set is used (c-medians).
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4.1 The Sibling Based Rule (SBR)

The main idea of this rule is to use the distance from the representative to the
nearest prototype of the sibling node. If this distance is too big, the sibling node
can be safely ignored. Kamgar-Parsi and Kanal [10] proposed, for the FN al-
gorithm, a similar rule (KKR), but the distance from the mean to the nearest
prototype in the node was used. Note that in our case the representative is al-
ways a prototype in the node, then this distance is always zero. Moreover, in our
case the rule allows the pruning of the sibling node, in the KKR case is the own
node that can be pruned.
A first proposal requires that each node r stores the distance between the rep-
resentative of the node, Mr, and the nearest point, e�, in the sibling node �.

Definition 1. Definition of SBR: given a node r, a test sample x, an actual
nearest neighbour n, and the nearest point to the representative of the sibling
node �, e�, the node � can be pruned if the following condition is fulfil (fig. 2):

d(Mr, e�) > d(Mr, x) + d(x, n)

Unlike the FNR, SBR can be applied to eliminate node � without compute
d(M�, x). That permits to avoid some distance computations in the search pro-
cedure.

4.2 Generalised Rule (GR)

This rule is an iterated combination of the FNR and the SBR. Given a node �,
a set of points {ti} is defined in the following way:

G1 = S�

ti = argmaxp∈Gi
d(p,M�)

Gi+1 = {p ∈ Gi : d(p,Mr) < d(ti,Mr)}

where Mr is the representative of the sibling node r, and Gi are auxiliary sets
of points needed in the definition (fig. 3). In preprocessing time, the distances
d(Mr, ti) are stored in each node �. In the same way, this process is repeated for
the sibling node.

Definition 2. Definition of GR: given two sibling nodes � and r, a test sample
x, an actual nearest neighbour n, and the list of point t1, t2, . . . , ts, the node �
can be pruned if there is an integer i such that:

d(Mr, ti) ≥ d(Mr, x) + d(x, n) (1)
d(M�, ti+1) ≤ d(M�, x)− d(x, n) (2)

Cases i = 0 and i = s are also included not considering equations (1) or (2)
respectively. Note that condition (1) is equivalent to SBR rule when i = s and
condition (2) is equivalent to FNR rule when i = 0.
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Fig. 3. Generalised rule (GR).

5 Experiments

To show the performance of the algorithm some tests were carried out on a
spelling task. A database of 38000 words of a Spanish dictionary was used. The
input test of the speller was simulated distorting the words by means of random
insertion, deletion and substitution operations over the words in the original
dictionary. The edit distance was used to compare the words.

Increasing size of dictionaries (from 1000 to 38000, 9 different sizes) was
obtained extracting randomly words of the whole dictionary. The test points
were 1000 distorted words obtained from randomly selected dictionary words.
To obtain reliable results the experiments were repeated 10 times. The averages
and the standard deviations are showed on the plots. The distance computation
is referenced per test point, and the search time per test set.

In order to study the contribution of the elimination rules FNR, FNR+SBR
and GR a first set of experiments were carried out using the original c-means
tree construction of the FN algorithm (fig. 4).

As was expected, the addition of the SBR reduces slightly the number of
distance computations and the search time, but GR reduces them drastically
(to less than one half).

A second set of experiments were carried out in order to compare the MDF
method of tree construction to the original c-means method (using the FNR)
and to the incremental strategy proposed by Kalantari and Mc-Donalds (KM).

Figure 5 illustrates the average number of distance computations and the
search time using the c-means, KM and MDF tree construction methods. It can
be observed that the MDF reduces to less than one half the number of distance
computation and the search time.
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Fig. 4. Comparison of FNR, FNR+SBR and GR elimination rules using the c-medians
tree construction.
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Fig. 6. Comparison of FNR, FNR+SBR and GR using a tree constructed with MDF.

Once stated that the MDF method is superior that the c-means method, a
third set of experiments were carried out in order to study the contribution of
FNR, FNR+SGR and GR with a tree constructed following MDF method.

As figure 6 shows, the number of distance computations and the search time
decrease using the new rules although now the reductions are not so impressive
that in the previous cases.
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Nevertheless, comparing the distance computations and the search time of the
original algorithm (fig. 4, FNR) to the algorithm using GR and MDF (fig. 6,GR),
it can be observed that applying both techniques at the same time the distance
computations and the search time can be reduced one third.

6 Conclusions

In this work two improvements of the Fukunaga and Narendra fast nearest neigh-
bour algorithm was tested in a spelling correction task.

The first improvement is a new method to build the decision tree used in
the FN algorithm. On one hand, to build the tree with this method it is much
faster than with the original one and, on the other hand, the use of this method
reduces the number of distance computations and the search time to one half in
our experiments. The use of the KM way to build the tree increases the number
of distance computations even more than with the original method. The second
modification is the introduction of two new elimination rules. The use of the GR
rule reduces to one half the number of distance computations and the search
time. Both improvements can be applied together reaching reductions to one
third in the distance computations and the search time.

On this work the generalised elimination rule was implemented in a quite
naive way by means of an iterative procedure. Now we are interested in imple-
menting this rule using a more adequate algorithm to obtain further search time
reductions.

We believe that these approximations can be extended to other nearest neigh-
bour search algorithms based on a tree structure.
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Abstract. The process of mixing labelled and unlabelled data is being
recently studied in semi-supervision techniques. However, this is not the
only scenario in which mixture of labelled and unlabelled data can be
done. In this paper we propose a new problem we have called particular-
ization and a way to solve it. We also propose a new technique for mixing
labelled and unlabelled data. This technique relies in the combination of
supervised and unsupervised processes competing for the classification
of each data point. Encouraging results on improving the classification
outcome are obtained on MNIST database.

1 Introduction

The process of mixing labelled with unlabelled data to achieve classification
improvement is being recently addressed by the community in the form of semi-
supervision processes. This is a general denomination for a recently novel prob-
lem of pattern recognition based on the improvement of classification perfor-
mance in the presence of very few labelled data. This line of work become very
active since several authors point out the beneficial effects that unlabelled data
can have [4–7].

However this is not the only scenario in which we can apply this mixture.
Consider the following examples: Imagine a problem of handwritten character
recognition, in which we know that all the characters in the document are writ-
ten by the same author; consider an architect drawing a technical plane with
its own symbols; a medical application in which we know that the data we need
to classify proceeds from a single patient; the problem of face recognition, with
a significative data set representing what a face is, and a huge set of data rep-
resenting what a face is not. In all these problems there is a common fact, the
knowledge of the fact that our test data set is a particular subset of the general
training data set.

On the other hand, this problem is widely recognized in other domains, such
as human learning theory [8] or natural language processing [9]. In those domains,
research is done in the line of finding the context of the application given a wide
training set. In particular, a general language training corpus has to be changed
for domain-specific tasks. This task is called adaptation.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 11–18, 2005.
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On the image domain, the work of Kumar et al. [10] use an EM based refine-
ment of a generative model to infer the particularities of the new data, in what
they call specification.

Here, the particularization problem refers to all those problems in which we
can assume the test set to be intrinsically highly correlated and that it is not
represented by the overall training set. A common descriptor in the examples
described earlier is the fact that the intra-variability of the particular data is
smaller than the inter-variability of the overall training set. This a priori knowl-
edge is the basic premise for the problem we propose and aim to solve.

In order to exploit this knowledge we will use a mixed approach of supervised
and unsupervised processes. The supervised process takes into account the gen-
eral decision rule (the inter-variability of the complete training set), while the
unsupervised process tries to uncover structure of the data (the intra-variability
of the test set). The strategy used will be to express both processes using the
same framework. The supervised rule will be used to deform the classification
space, while the unsupervised process gathers data together in the deformed
space. This process is called Supervised Clustering Competition Scheme,
SCCS from now on.

2 Supervised Clustering Competition Scheme

2.1 General Framework and Main Goal

We aim to find an integrated framework for supervised and unsupervised clas-
sification processes so that both can compete for the classification of a data
point. In this sense, the clustering methods will lead the data based on the min-
imization of a dissimilarity measure or maximization of a similarity measure,
and the supervised classification process has to guide the data according to the
classification borders. Since both techniques has to compete, we cast both pro-
cesses in the same minimization framework. Though, the clustering scheme can
be casted into it straightforwardly, the same does not happen to the supervised
process. This last process must be reformulated. Therefore, in order to blend
both processes we use the following equation,

L(x) = h(minx(α · SF (x) + (1− α) · UF (x))) (1)

where SF stands for supervised functional, a functional the minimums of which
are close to the centers of each class and that has an explicit maximum on
the border between classes; UF stands for unsupervised functional, expressing
a dissimilarity measure; α is the mixing parameter; and the function h(·) is a
decision scheme that allows the classification of each data sample.

To minimize this process we can use gradient descent,

∂x
∂t

= −∇F (x)

The iterative scheme is,

xt+1 = xt −�t · ∇F (x)
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where ∇F (x) = {∂F (x)/∂xi}. Therefore,

∂x
∂t

= −α ∇SF (x)
‖∇SF (x)‖ − (1− α)

∇UF (x)
‖∇UF (x)‖ (2)

The next step is to define the minimization process that represent the super-
vised classification and the clustering process.

Similarity Clustering. When considering the unsupervised functional, we are
interested in tools for robust clustering related to invariability of the initial
state, capability to differentiate among different volumes of different sizes and
toleration to noise and outliers [1–3].

In the approach we have chosen [1] a similarity measure between two points
S(zj , xi) is used in a maximization framework. Our goal is to maximize the total
similarity measure Js(x) defined as:

Js(x) =
c∑

i=1

n∑
j=1

f(S(zj , xi))

where f(·) is a monotone increasing function, x represents the centers of each
cluster and z is the original data set (where z = {z1, . . . , zn} and zi is a D-
dimensional data point). As a similarity relation S(zj, xi), we use,

S(zj, xi) = e−(
‖zj−xi‖2

β )

where β is a normalization term. Let the monotone increasing function f(·) be,

f(·) = (·)γ , γ > 0

Therefore, the complete similarity measure Js(x) is,

Js(x) =
c∑

i=1

n∑
j=1

(
e−

‖zj−xi‖2

β
)γ (3)

The parameter β is superfluous in this scheme and can be defined as the sample
variance,

β =

∑n
j=1 ‖zj − z̄‖2

n
where z̄ =

∑n
j=1 zj

n

The parameter γ gains a considerable importance in this scheme since a good γ
estimate induces a good clustering result. The process of maximizing the total
similarity measure is a way to find the peaks of the objective function Js(x).
It is shown in [1] that the parameter γ is used as a neighboring limiter, as well
as a local density approximation. To find γ one can use an exhaustive search
of the correlation of the similarity function for each point when changing the
parameter. If the correlation value is over a certain threshold, we can consider
that the similarity measure represents the different variability and volumes of
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the data set accurately. The authors set this threshold experimentally to 0.97
but can change according to the application.

The similarity clustering approach uses the same similarity function but, as
it is a self-organizing approach, we define the initial data and centers by the
unlabelled data points z0 = x0,

UF (x) = Js(x) =
n∑

j=1

(
e−

‖zj−xk‖2

β
)γ
, k = 1 . . . n

Getting its gradient, we obtain,

∇UF (x) = −2
γ

β

n∑
j=1

(
e−

‖zj−xk‖2

β
)γ(zj − xk), k = 1 . . . n (4)

2.2 Supervised Classifier Functional

The definition of the supervised classifier functional should be made so that
both processes can interact with each other. Therefore, we must reformulate the
supervised classifier process as a self-organizing iterative process.

Without loss of generality, we restrict our classifier design to a two class
supervised classification process using a Bayesian framework with known class
probability density functions. Assuming that we can estimate each class proba-
bility density function fA(x|c = A) and fB(x|c = B), the optimal discriminative
rule using a Bayesian approach is given by,

h(x) =
{
A f(x|c = A)P (A) > f(x|c = B)P (B)
B f(x|c = A)P (A) ≤ f(x|c = B)P (B)

If a priori knowledge of the probability appearance is not known, we assume
P (A) = P (B).

The manifold we are looking for, must maintain the optimal borderline as a
maximum, since we want the minimums to represent each of the classes. It can
be easily seen that the following family of functions satisfies the requirement,

SF = −(f(x|c = A)− f(x|c = B))2N , ∀N ∈ {1..∞} (5)

In order to obtain a feasible closed form of the functional we can restrict the
density estimation process to a Gaussian mixture model,

SF (x) = fK(x) =
Mk∑
i=1

πigi(x, θi)

where Mk is the model order and gi(x, θi) is the multidimensional gaussian
function,

gi(x, μi, Σi) =
1

(2π)d/2|Σi|
e−

1
2 (x−μi)

T Σ−1
i

(x−μi)

where θi = {μi, Σi} are the parameters for the gaussian, the covariance matrix
and the mean, and d is the dimensionality of the data.
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2.3 The Procedure

Summarizing the overall procedure, we begin the process with three data sets,
the labelled data, the unlabelled data and the test set.

Labelled data is used to create the model for the supervised functional as
well as used for the final decision step. Unlabelled data feeds the competition
scheme and it is the data that will be labelled according to the balance of the
supervised and unsupervised processes. The final algorithm is as follows:

Step 1: Determine a supervised set L of data among labelled data and a set
U of unlabelled data.

Step 2: Estimate SF (x) x ∈ L from (5).
Step 3: Apply the CCAa step to set the parameter γ of UF (x) x ∈ U .
Step 4: Feed the competition scheme by evolving the clusters (that come

from unlabelled data U) according to (2) and let them converge.

a Please refer to [1] for further information on this process.

3 Experimental Results

To illustrate the behavior and the advantages of the Supervised Clustering Com-
petition Scheme in a real particular problem, we have performed our tests on
data from the MNIST handwritten characters database.

3.1 Experiment Settings

In order to exemplify the behavior of the methodology we have chosen a full
supervised classification scenario in which an OCR is used to distinguish between
two hand written digits. In order to ensure structure in the data, we aim for the
classification of data of a single writer at a time, in the same way as if the OCR
was scanning and recognizing the digits in a single sheet of paper.

We have used the MNIST digits database with images of 128 × 128 pixels.
The feature extraction process has been a 4× 4 zoning procedure on the 64× 64
central values of the image. The number of white pixels is counted and stored
as a feature. Therefore we have a 16 dimensional feature space. The training set
is composed by 100 different hand-written sets of 120 digits each one (The first
100 writers of the HSF7). Each set corresponds to a different writer. The test set
is a 500 different hand-written sets of 120 digits each one (The first 500 writers
of the HSF6). We center the experiment in a two-class classification process
distinguishing number ONE from number TWO. From the set of features we have
selected automatically two of the most discriminative ones using discriminant
analysis.

Figure 1 shows the two class classification problem. The figure represents the
feature space associated to the training set of the digits “two” and “one”. As
one can see, the training set is general and contains different instances of the
digit “two” with different particularities. However, not always a general purpose
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Fig. 1. Feature space representation of the training set. The asterisks represents the
test set. The shadow areas represents a possible partition of the training set that solves
the two class problem.

classifier is needed. If our particular instance of the problem is a subset of the
general set, we can focus on extracting some information of the test data, so we
can constrain the training space. The asterisks are the test data for the digits
“one” and “two” written by the same writer. The shadowed areas represent
possible subsets of the training data which characterize our test data. We can
see that this subproblem has much more structure than the original one and
that the intra-variability of the particular set is lower than the variability for all
writers. In this scenario we can use the SCCS.

Figure 2 shows a representative set of hand-written digits. Figure 2.a shows
the variability of the digit “two” written by different writers. Figure 2.b shows
the variability of the digit “two” written by just one author.

Experiment Results. As a ground-truth unsupervised classifier we have used
Expectation-Maximization with K-Means initialization, and a supervised la-
belling for the cluster centers. This process yields a recognition rate of 89.35%.
The supervised classifier related to the whole training set achieves a recognition
rate of 87.65%. This supervised classifier is the same we are mimicking with
the supervised functional, so that we can compare performances of adding the
unsupervised process.



Solving Particularization with Supervised Clustering Competition Scheme 17

(a) (b)

Fig. 2. (a) Set of digit “two” written by different authors. (b) Set of digit “two” written
by the same writer.

Table 1. Comparative table for fixed α values.

Mixing value Recognition Rate Overall Gain

0 87.73% 0.08%
0.05 87.16% −0.49%
0.1 87.49% −0.16%
0.15 87.89% 0.24%
0.2 87.73% 0.08%
0.25 88.14% 0.49%
0.3 89.67% 2.02%
0.35 90.65% 3.00%
0.4 93.07% 5.42%
0.45 92.59% 4.94%
0.5 87.65% 0.00%

Table 1 shows the behavior of the process for different fixed values of the
parameter α. The parameter γ is set to adapt automatically. The second col-
umn refers to the recognition rate of the overall process. It can be clearly seen
that a mixture of supervised and unsupervised improves the performance of the
supervised classifier. We must take into account that when α ≥ 0.5 the pro-
cess behaves as a pure supervised classifier, thus, we only show the results for
α between 0 and 0.5. The third column (Overall Gain) represents the percent-
age of gain or degradation of the process as the difference between the error
of the process and the error achieved using the supervised classifier. Positive
values are gain in performance. Negative values are degradation of the process
performance. Hence, for α = 0.1 the process performs worse than the supervised
classifier. This is particularly obvious in the sense that low values of α mean a
nearly no contribution of the supervised process, and therefore, the classification
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is made with the unsupervised process alone. As we can see, the discriminative
power of the resulting classifier improves by more than a 5% the classification
results obtained by the supervised classifier without the unsupervised part.

4 Conclusions and Future Lines

In this paper we have introduced a new competition technique for pattern recog-
nition that combines supervised and unsupervised approaches. This technique
exploits the structure of the data set to be classified and adds this feature to a
classical supervised classification process based on generative models.

The method we propose has been used in an emerging problem of particular-
ization. The results using real data of MNIST database with 500 writers show
that the SCCS improves the performance of the supervised rule alone by more
than 5%. This method has been particularized for a multidimensional two class
problem, we are now developing the formulation for the basis of the multi-class
supervised functional.
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Abstract. The Nearest Neighbor classifier is one of the most popular supervised
classification methods. It is very simple, intuitive and accurate in a great variety
of real-world applications. Despite its simplicity and effectiveness, practical use
of this rule has been historically limited due to its high storage requirements and
the computational costs involved, as well as the presence of outliers. In order to
overcome these drawbacks, it is possible to employ a suitable prototype selection
scheme, as a way of storage and computing time reduction and it usually provides
some increase in classification accuracy. Nevertheless, in some practical cases
prototype selection may even produce a degradation of the classifier effectiveness.
From an empirical point of view, it is still difficult to know a priori when this
method will provide an appropriate behavior. The present paper tries to predict
how appropriate a prototype selection algorithm will result when applied to a
particular problem, by characterizing data with a set of complexity measures.

1 Introduction

One of the most widely studied non-parametric classification approaches corresponds
to the k-Nearest Neighbor (k-NN) decision rule [3]. Given a set of n previously labeled
instances (training set, TS), the k-NN classifier consists of assigning an input sample to
the class most frequently represented among the k closest instances in the TS, according
to a certain dissimilarity measure. A particular case of this rule is when k = 1, in which
an input sample is assigned to the class indicated by its closest neighbor.

The asymptotic classification error of the k-NN rule (i.e., when n grows to infinity)
tends to the optimal Bayes error rate as k → ∞ and k/n→ 0. Moreover, if k = 1, the
error is bounded by approximately twice the Bayes error [3]. The optimal behavior of
this rule in asymptotic classification performance along with a conceptual and imple-
mentational simplicity make it a powerful classification technique capable of dealing
with arbitrarily complex problems, provided that there is a large enough TS available.

Nevertheless, this theoretical requirement of large TS size is also the main problem
using the 1-NN rule because of the seeming necessity of a lot of memory and com-
putational resources. This is why numerous investigations have been concerned with
finding new approaches that are efficient with computations. Within this context, many
fast algorithms to search for the NN have been proposed. Alternatively, some proto-
type selection techniques [1, 4, 6] have been directed to reduce the TS size by selecting
only the most relevant instances among all the available ones, or by generating new
prototypes in locations accurately defined.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 27–34, 2005.
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On the other hand, in many practical situations the theoretical accuracy can hardly
be achieved because of certain inherent weaknesses that significantly reduce the effec-
tive applicability of k-NN classifiers in real-world domains. For example, the perfor-
mance of these rules, as with any non-parametric classification approach, is extremely
sensitive to data complexity. In particular, class-overlapping, class-density, and incor-
rectness or imperfections in the TS can affect the behavior of these classifiers. Other
prototype selection methods [5, 10, 13, 14] have been devoted to improve the 1-NN
classification performance by eliminating outliers (i.e., noisy, atypical and mislabeled
instances) from the original TS, and by reducing the possible overlapping between re-
gions from different classes.

Despite the apparent benefits of most prototype selection algorithms, in some do-
mains these techniques might not achieve the expected results due to certain data char-
acteristics. For this reason, it seems interesting to know a priori the conditions under
which the application of a prototype selection scheme can become appropriate. A set
of data complexity measures [7, 8] are used in this paper to predict when a prototype
selection technique leads to an improvement with respect to the plain 1-NN rule.

2 Data Complexity Measures

The behavior of classifiers is strongly dependent on data complexity. Usual theoretical
analysis consists of searching accuracy bounds, most of them supported by impractical
conditions. Meanwhile, empirical analysis is commonly based on weak comparisons of
classifier accuracies on a small number of unexplored data sets. Such studies usually
ignore the particular geometrical descriptions of class distributions to explain classifi-
cation results. Various recent papers [7, 8] have introduced the use of measures to char-
acterize the data complexity and to relate such descriptions to classifier performance.

In [7, 8], authors define some complexity measures for two classes. For our pur-
poses, a generalization of such measures for the n-class problem is accomplished. The
ideal goal is to represent classification problems as points in a space defined by a num-
ber of measures, where clusters can be related to classification performances. Next para-
graphs describe the measures selected for the present study (the same short notation as
in the original paper [7] is here used).

Generalized Fisher’s Discriminant Ratio (F1). The plain version of this well-known
measure computes how separated are two classes according to a specific feature. It com-
pares the difference between class means with the sum of class variances. A possible
generalization for C classes, which also considers all feature dimensions, can be stated
as follows:

F1 =
∑C

i=1 ni · δ(m,mi)∑C
i=1

∑ni

j=1 δ(x
i
j ,mi)

(1)

where ni denotes the number of samples in class i, δ is a metric, m is the overall mean,
mi is the mean of class i, and xi

j represents the sample j belonging to class i.

Volume of Overlap Region (F2). The original measure computes, for each feature,
the length of the overlap range normalized by the length of the total range in which
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all values of both classes are distributed. The volume of the overlap region for two
classes is the product of normalized lengths of overlapping ranges for all features. Our
generalization sums this measure for all pairs of classes, that is,

F2 =
∑

(ci,cj)

∏
k

min{max(fk, ci),max(fk, cj)} −max{min(fk, ci),min(fk, cj)}
max{max(fk, ci),max(fk, cj)} −min{min(fk, ci),min(fk, cj)}

(2)
where (ci, cj) goes through all pair of classes, k takes feature index values, while
min(fk, ci) and max(fk, ci) compute the minimum and maximum values of feature
fk in class ci, respectively.

Feature Efficiency (F3). In [7], the feature efficiency is defined as the fraction of points
that can be separated by a particular feature. For a two-class problem, the original mea-
sure takes the maximum feature efficiency. This paper considers the points in the over-
lap range (instead of those separated points as in the original formulation). The measure
value for C classes is the overall fraction of points in some overlap range of any feature
for any pair of classes. Obviously, points in more than one range are counted once. This
measure does not take into account the joint contribution of features.

Non-parametric Separability of Classes (N2, N3). The first measure (N2) is the ratio
of the average distance to intraclass nearest neighbor and the average distance to in-
terclass nearest neighbor. It compares the intraclass dispersion with the interclass sep-
arability. Smaller values suggest more discriminant data. The second measure (N3) is
simply the estimated error rate of the 1-NN rule by the leaving-one-out scheme.

Density Measure (T2). This measure does not characterize the overlapping level, but
contributes to understand the behavior of some classification problems. It describes
the density of spatial distributions of samples by computing the average number of
instances per dimension.

3 Prototype Selection

Prototype Selection (PS) techniques have been proposed as a way of minimizing the
problems related to the k-NN classifier. They consist of selecting an appropriate re-
duced subset of instances and applying the 1-NN rule using only the selected examples.
Two different families of PS methods exist in the literature: editing and condensing
algorithms.

Editing [5, 10, 13–15] eliminates erroneous cases from the original set and “cleans”
possible overlapping between regions from different classes, what usually leads to sig-
nificant improvements in performance. Thus the focus of editing is not on reducing
the set size, but on defining a high quality TS by removing outliers. Nevertheless, as
a by-product these algorithms also obtain some decrease in size and consequently, a
reduction of the computational burden of the 1-NN classifier.

Wilson [14] introduced the first editing proposal. Briefly, this consists of using the
k-NN rule to estimate the class of each instance in the TS, and removing those whose
class label does not agree with that of the majority of its k neighbors. Note that this
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algorithm tries to eliminate mislabeled instances from the TS as well as close border
instances, smoothing the decision boundaries.

On the other hand, condensing [1, 4, 6, 9, 11, 12] aims at selecting a sufficiently
small set of training instances that produces approximately the same performance than
the 1-NN rule using the whole TS. It is to be noted that many condensing schemes
make sense only when the classes are clustered and well-separated, which constitutes
the focus of the editing algorithms.

Hart’s algorithm [6] is the earliest attempt at minimizing the number of stored in-
stances by retaining only a consistent subset of the original TS. A consistent subset, say
S, of a set of instances, T , is some subset that correctly classifies every instance in T
using the 1-NN rule. Although there are usually many consistent subsets, one generally
is interested in the minimal consistent subset (i.e., the subset with the minimum number
of instances) to minimize the cost of storage and computing time. Unfortunately, Hart’s
algorithm cannot guarantee that the resulting subset is minimal in size.

4 Experimental Results and Discussion

As already stated in Sect. 1, in some cases PS algorithms may produce an effect different
from the one theoretically expected, that is, they may even degrade the performance of
the plain 1-NN classifier. A way of characterizing the problems could be by using the
data complexity measures introduced in Sect.2. Thus the experiments reported in this
paper aim at describing the databases in terms of such measures and analyzing the
conditions under which PS methods can perform better than the plain 1-NN rule.

In our experiments, we have included a total number of 17 data sets taken from
the UCI Machine Learning Database Repository (http://www.ics.uci.edu/
˜mlearn) and from the ELENA European Project (http://www.dice.ucl.ac.
be/neural-nets/Research/Projects/ELENA/). The 5-fold cross-valid-
ation error estimate method has been employed for each database: 80% of the avail-
able instances have been used as the TS and the rest of instances for the test set. The
main characteristics of these data sets and their values for the complexity measures
previously described are summarized in Table 1.

For the PS methods, we have tested Wilson’s editing, Hart’s condensing, and the
combining edited and condensed set. In this latter case, we have firstly applied Wilson’s
editing to the original TS in order to remove mislabeled instances and smooth the deci-
sion boundaries, and then Hart’s algorithm has been used over the Wilson’s edited set to
further reduce the number of training examples. After preprocessing the TS by means
of some PS scheme, the 1-NN classifier has been applied to the test set.

Table 2 reports the error rate and the percentage of original training instances re-
tained by each method for each database. Typical settings for Wilson’s editing algorithm
(i.e., number of neighbors) have been tried and the ones leading to the best performance
have been finally included. The databases are sorted by the value of F1. By means of
the data complexity measures, we have tried different orderings which could give us an
indication of the relation between the complexity of a data set and the particular method
applied to it. From all those measures, it seems that F1 is the one that better discrimi-
nates between the cases in which an editing has to be firstly applied and those in which
one could directly employ the plain 1-NN rule.
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Table 1. Experimental data sets: characteristics and complexity measures.

Classes Dim Samples F1 F2 F3 N2 N3 T2

Cancer 2 9 683 1.315 0.319 0.902 0.220 0.950 76

Clouds 2 2 5000 0.245 0.380 0.877 0.019 0.846 2500

Diabetes 2 8 768 0.032 0.252 0.994 0.839 0.679 96

Gauss 2 2 5000 0.000 0.309 0.960 0.060 0.650 2500

German 2 24 1000 0.026 0.664 0.992 0.794 0.664 42

Glass 6 9 214 0.474 0.013 0.963 0.452 0.734 24

Heart 2 13 270 0.041 0.196 0.985 0.838 0.567 21

Liver 2 6 345 0.017 0.073 0.968 0.853 0.623 58

Phoneme 2 5 5404 0.082 0.271 0.878 0.067 0.912 1081

Satimage 6 36 6435 2.060 0.000 0.883 0.215 0.909 179

Segment 7 19 2310 0.938 0.000 0.583 0.072 0.967 122

Sonar 2 60 208 0.029 0.000 0.947 0.544 0.827 3

Texture 11 40 5500 3.614 0.000 0.726 0.119 0.992 138

Vehicle 4 18 846 0.259 0.169 0.968 0.273 0.653 47

Vowel 11 10 528 0.536 0.482 0.962 0.129 0.991 53

Waveform 3 21 4999 0.410 0.007 0.997 0.769 0.780 238

Wine 3 13 178 2.362 0.000 0.315 0.018 0.770 14

As can be seen in Table 2, Wilson’s editing outperforms the 1-NN rule when F1
is under 0.410 (that is, when regions from different classes are strongly overlapped).
Consequently, for a particular problem, one could decide to apply an editing to the
original TS or directly to employ the plain 1-NN classifier according to the value of
F1. For data sets with no (or weak) overlapping (in Table 2, those with F1 > 0.410),
the use of an editing can become even harmful in terms of error rate: it seems that
editing removes some instances that are defining the decision boundary and therefore,
this produces a certain change in the form of such a boundary. Another important result
in Table 2 refers to the percentage of training instances given by Hart’s condensing: in
general, the reductions in TS size for databases with high overlap are lower than those
in the case of data sets with weak overlapping.

From the results included in Table 2, it is possible to distinguish between two situa-
tions. First, for domains in which the classes are strongly overlapped, one has to employ
an editing algorithm in order to obtain a lower error rate (in these cases, benefits in size
reduction and classification time are also obtained). Second, for databases with weak
overlapping (i.e., F1 is high enough), in which error rate given by the 1-NN rule can
be even lower than that achieved with an editing, one should still decide when to ap-
ply a PS scheme (reducing time and storage needs) and when to directly use the 1-NN
classifier without any preprocessing. In many problems, differences in error rate are not
statistically significant (for example, in Satimage database, the error rates for Wilson’s
editing and 1-NN rule are 16.90% and 16.40%, respectively) and in such cases, savings
in memory requirements and classification times can become the key issues for deciding
which method to employ.
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Table 2. 1-NN error rate and percentage of training instances (in brackets), sorted by F1 (values
in italics indicate the lowest error rate for each database).

F1 Wilson Hart Combined 1-NN

Gauss 0.000 30.24 (68.93) 35.86 (54.07) 30.76 (8.08) 35.06 (100.00)

Liver 0.017 32.18 (66.59) 37.68 (59.13) 34.17 (17.46) 34.50 (100.00)

German 0.026 30.60 (68.10) 38.50 (53.45) 30.49 (10.73) 34.69 (100.00)

Sonar 0.029 43.03 (82.04) 50.40 (34.49) 40.42 (17.25) 47.89 (100.00)

Diabetes 0.032 27.21 (71.66) 35.29 (51.47) 27.34 (10.78) 32.68 (100.00)

Heart 0.041 32.61 (58.06) 42.14 (59.54) 35.20 (13.52) 41.83 (100.00)

Phoneme 0.082 26.43 (89.42) 34.07 (21.55) 28.17 (9.28) 29.74 (100.00)

Clouds 0.245 11.52 (88.06) 17.28 (27.25) 11.80 (4.07) 15.34 (100.00)

Vehicle 0.259 36.54 (64.15) 36.76 (53.43) 37.36 (18.65) 35.59 (100.00)

Waveform 0.410 18.96 (82.01) 26.01 (38.96) 21.84 (17.09) 22.04 (100.00)

Glass 0.474 32.37 (70.69) 31.35 (47.01) 32.74 (18.74) 28.60 (100.00)

Vowel 0.536 5.23 (96.69) 4.57 (23.40) 8.51 (21.96) 2.10 (100.00)

Segment 0.938 5.28 (96.09) 5.88 (13.73) 6.88 (9.90) 3.72 (100.00)

Cancer 1.315 4.25 (95.54) 6.43 (11.44) 4.39 (3.00) 4.54 (100.00)

Satimage 2.060 16.90 (91.24) 17.94 (18.96) 18.93 (7.23) 16.40 (100.00)

Wine 2.362 29.57 (68.89) 27.59 (40.97) 28.60 (7.92) 26.95 (100.00)

Texture 3.614 1.22 (98.97) 2.91 (8.01) 2.86 (6.86) 1.04 (100.00)

Fig. 1 illustrates the situation just described, comparing the error rate and the per-
centage of training instances for two databases with a high value of F1. For the Satim-
age database, differences in error rate are not statistically significant but, in terms of
percentage of training instances, the combined approach is clearly the best option: it
stores only 7.23% of the original samples and provides an error rate approximately 2%
higher than the plain 1-NN rule with the whole TS (100% of instances). Results for the
Wine database are similar to those of the Satimage domain, although now differences
in error rate are more important when comparing Wilson’s editing and 1-NN classifier.
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Fig. 1. Comparing error rate and percentage of the original instances retained by each method for
several databases with high F1.
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As a conclusion, for these cases with high F1, one has to decide whether it is more
important to achieve the lowest error rate but without any reduction in storage or to
attain a moderate error rate with important savings in memory requirements (and also,
in classification times).

Despite F1 results in the complexity measure with the highest discrimination power
in the specific framework of PS, it is to be noted that other measures can become espe-
cially useful for other different tasks. For example, F2 and F3 (conveniently adapted)
could be particularly interesting in the case of feature selection because they could be
used as objective functions to pick subsets of relevant features. On the hand, other mea-
sures constitute a complement in the analysis of certain problems. In this sense, T2
can help to understand why the plain 1-NN classifier does not perform well in prob-
lems with weak overlapping. For example, the 1-NN error rate in Wine database, which
corresponds to a problem with almost no overlapping (F1 = 2.362), is high enough
(26.95%); this can be explained by the fact that there exists a very small number of
training instances per dimension (T2 = 14).

5 Concluding Remarks and Further Extensions

The primary goal of this paper has been to analyze the relation between data complexity
and efficiency for the 1-NN classification. More specifically, we have investigated on the
utility of a set of complexity measures as a tool to predict whether or not the application
of some PS algorithm results appropriate in a particular problem.

After testing different data complexity measures, from the experiments carried out
over 17 databases, it seems that F1 can become especially useful to distinguish between
the situations in which a PS technique is clearly needed and those in which a more
extensive study has to be considered. While in the former case the PS approach achieves
the lowest error rate and some savings in memory storage, for the later it is not clear
the significance of gains in error rate and therefore, other measures should be employed
because even the application of a method with a higher error rate could be justified
according to other benefits in computational requirements.

It is worth noting that for those situations in which PS degrades the 1-NN accuracy,
one could still reduce the (high) computing time associated to the plain 1-NN rule by
means of fast search algorithms [2]. However, it is known that fast search algorithms
can lessen the number of computations during classification but they still maintain the
memory requirements.

Future work is mainly addressed to extend the data complexity measures employed
in the same framework of the present paper, trying to better characterize the conditions
for an appropriate use of PS techniques. A larger number of PS algorithms, both from
selection and abstraction perspectives, has also to be tested in order to understand the
relation between data complexity and performance of the 1-NN classifier. Finally, a
more exhaustive study will help to categorize the use of several complexity measures
for different pattern recognition tasks.
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Caixa Castelló-Bancaixa.
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Abstract. Two extensions of the original Wilson’s editing method are intro-
duced in this paper. These new algorithms are based on estimating probabilities 
from the k-nearest neighbor patterns of an instance, in order to obtain more 
compact edited sets while maintaining the classification rate. Several experi-
ments with synthetic and real data sets are carried out to illustrate the behavior 
of the algorithms proposed here and compare their performance with that of 
other traditional techniques. 

1   Introduction 

Among non-parametric statistical classifiers, the approaches based on neighborhood 
criteria have some interesting properties with respect to other non-parametric meth-
ods. The most immediate advantage makes reference to their simplicity, that is, the 
classification of a new pattern in the feature space is based on the local distribution of 
patterns in the training set that surround the targeted point. 

The Nearest Neighbor (NN) rule [1] is one of the most extensively studied algo-
rithms within the non-parametric classification techniques. Given a set of previously 
labeled prototypes (a training set, TS), this rule assigns a sample to the same class as 
the closest prototype in the set, according to a measure of similarity in the feature 
space. Another extended algorithm is the k nearest neighbors rule (k-NN), in which a 
new pattern is assigned to the class resulting from the majority voting of its k closest 
neighbors. Obviously, the k-NN rule becomes the NN rule for k=1. 

In order to achieve an appropriate convergence of the k-NN rule, it is well known 
its asymptotic behavior with respect to the Bayes classifier for very large TS. On the 
other hand, the larger the TS, the more computational cost is needed, becoming unaf-
fordable for large data sets. 

Prototype Selection (PS) techniques for the k-NN rule are aimed at selecting proto-
types from the original TS to improve and simplify the application of the NN rule. 
Within the PS techniques, we can differentiate two main approaches. A first category 
of techniques try to eliminate from the TS prototypes erroneously labeled, commonly 
outliers, and at the same time, to “clean” the possible overlapping between regions of 
different classes. These techniques are referred in the literature to as Editing, and the 
resulting classification rule is known as Edited NN rule [2]. 

A second group of PS techniques are aimed at selecting a certain subgroup of pro-
totypes that behaves, employing the 1-NN rule, in a similar way to the one obtained 
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by using the totality of the TS. This group of techniques are the so called Condensing 
algorithms and its corresponding Condensed NN rule [2]. 

The application of editing procedures are interesting not only as a tool to reduce 
the classification error associated to NN rules, but also to carry out any later process 
that could benefit from a TS with simpler decision borders and reduced presence of 
outliers in the distributions [5], [7]. The Wilson’s editing algorithm [6] constitutes the 
first formal proposal in these PS techniques, which is still widely used because of its 
effectiveness and simplicity. The present paper presents a new classification rule 
based on the distances from a sample to its k-nearest neighbor prototypes. Using this 
likelihood rule, we present two modifications of Wilson’s editing.  

2   Editing Algorithms 

The common idea to most editing algorithms consists of discarding prototypes that 
are placed in a local region corresponding to a class different from its [5]. As we will 
see later, basically the only thing that varies among the various editing algorithms is 
how they estimate the probability that a sample belongs to a certain class. 

All the algorithms employed in this work are based on the k-NN classifier. Thus 
the k-NN rule can be formally expressed as follows. Let {X, θ}={(x1,θ1) , (x2,θ2) , …,  
(xN,θN)} be a TS with N prototypes from M possible classes, and let Pj = {Pj,i / i = 
1,2,…, Nj } be the set of prototypes from X belonging to class j. The neighborhood 
Nk(x) of a sample x can be defined as the set of prototypes: 

Nk(x) ⊆ P ;   ⎜Nk(x) ⎢ = k  

∀ p ∈ Nk(x) , q ∈ P – Nk(x) ⇒ d(p, x) ≤ d(q, x);  where   P = ∪
M

i
iP

1=

 

If we now define a new distance between a point and a set of prototypes such as 

dk (x, Pi) = k - ⏐Nk(x) ∩ Pi⏐ 

then the k-NN classification rule can be defined as:  

)(x,dmin)(x,d(x)
M,...1,2,j

iNN- jkik PP
=

=⇔Θ=  

Wilson’s Editing 

Wilson’s editing relies on the idea that, if a prototype is erroneously classified using 
the k-NN, it has to be eliminated from the TS. Thus, all the prototypes in the TS are 
used to determine the k nearest neighbors, except the one being considered, that is, it 
uses the leaving-one-out error estimate. Thus, the Wilson’s editing algorithm [6] can 
be expressed as follows: 

Initialization: S ←X 
For each prototype xi ∈X  do 

Search for the k-nearest neighbors of xi inside X − {xi} 
If δk-NN (xi) ≠ θi  then S ← S − {xi}. 
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This algorithm provides a set of prototypes organized in relatively compact and 
homogenous groups. However, for reduced data sets, it turns out incorrect considering 
that the estimation made on each prototype is statistically independent, which is the 
basis for a correct interpretation of the asymptotic behavior of the NN rule.  

Holdout Editing 

With the aim of avoiding such restrictions, a new editing algorithm was proposed 
based on Wilson’s scheme, but changing the error estimate method. This algorithm, 
called Holdout editing [2], consists of partitioning the TS in m not overlapped blocks, 
making an estimation for each block j, using the block ((j+1) module m) to design the 
sort key. This procedure allows to consider statistical independence, whenever m > 2.  

Make a random partition of X in m blocs, T1, ...,Tm 
For each block  Tj  (j = 1 , . . . , m): 

For each  xi ∈ Tj 
Search for the k  nearest neighbors of  xi   in  T((j+1) mod m) 
If  δk-NN (xi) ≠ θi  then  X← X − {xi} 

Multiedit 

The scheme based on partitions allows the possibility of repeating the editing process 
a certain number of times, say f [2]. In this case, the corresponding algorithm is called 
Multiedit and consists of repeating the Holdout editing but using the 1-NN rule. 

1. Initialization : t ← 0 
2. Repeat until in the last t iterations (t > f) do not take place any prototype 

elimination from the set X. 
2.1 Assign to S the result of applying Holdout editing on X using the 

NN rule. 
2.2 If no new elimination has taken place in 2.1, that is,  ( ⎜X ⎢ = ⎢S ⎢ ), 

then t  ← t +1 and  go to step 2. 
2.3 else, assign to X the content of S and make t ← 0. 

For sufficiently large sets, the main advantage of the iterative version is that its be-
havior is significantly better because of the fact it does not have a dependency on 
parameter k, opposite to the previous algorithm.  

The behavior of the editing approaches based on partition gets worse as the size of 
the TS decreases. This degradation of the effectiveness becomes more significant 
when increasing the number of blocks by partition [3]. In fact, for relatively small 
sets, Wilson’s editing works considerably better than the Multiedit algorithm. 

3   Editing by Estimating Conditional Class Probabilities 

For all methods described in previous section, the elimination rule in the editing proc-
ess is based on the k-NN rule. In the editing rules here proposed, the majority voting 
scheme of the k-NN rule is substituted by an estimation of the probability of sample to 
belong to a certain class. 
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The rationale of this approach is aimed at using a classification rule based on local 
information of an instance, like the k-NN, but considering the form of the underlying 
probability distribution in the neighborhood of a point. In order to estimate the values 
of the underlying distributions, we can use the distance between the sample and the 
prototypes. Given a sample, the closer a prototype, the more likely this sample be-
longs to the same class as the one of such a prototype. 

Therefore, let us define the probability Pi(x) that a sample x belongs to a class i as: 

∑
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=
k

j
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j
ii

xxd
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where pi
j denotes the probability that the k-nearest neighbor xj belongs to class i. Ini-

tially, the values of pi
j for each prototype are set to 1 for its class label assigned in the 

TS, and 0 otherwise. These values could change in case an iterative process is used, 
but this is not the case in the approach we are presenting here. 

The meaning of the above expression states that the probability that a sample x be-
longs to a class i is the weighted average of the probabilities that its k-nearest 
neighbors belong to that class. The weight is inversely proportional to the distance 
from the sample to the corresponding k-nearest neighbor. After normalizing,  
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the class i assigned to a sample x is estimated by the decision rule 
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Using this rule, we propose the editing algorithms described below applying a Wil-
son’s scheme, that is, if the class assigned by the above decision rule does not coin-
cide with the class label of the sample, this sample will be discarded. As we will show 
in the experiments, the use of the rule just introduced, instead of the k-NN rule, makes 
the editing procedure to produce a TS with a good trade-off between TS size and 
classification accuracy, because of the fact that such a decision rule estimates in a 
more accurate way the values of the underlying probability distributions of the differ-
ent classes, estimating locally these values from the k-nearest neighbor samples. 

Editing Algorithm Estimating Class Probabilities (WilsonProb) 

1 Initialization: S ←X  
2 For each prototype x ∈X do 

2.1 Search for the k nearest neighbors of x inside X−{x} 
2.2 If δk-prob (x) ≠ θ , then S ← S − {x}, θ denotes the class of the object x. 

Editing Algorithm Estimating Class Probabilities and Threshold (WilsonTh) 

A variation of the previous algorithm consists of introducing a threshold, 0<μ<1 , in 
the classification rule, with the aim of eliminating those instances whose probability 
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to belong to the class assigned by the rule is not significant. Correspondingly, we are 
removing samples from the TS that are in the decision borders, where the class condi-
tional probabilities overlap and are confusing, in order to obtain edited sets whose 
instances have a high probability of belonging to the class assigned in the TS. 

1 Initialization: S  ←X 
2 For each prototype x ∈X  do 

2.1 Search for the k nearest neighbors of x inside X − {x} 
2.2 If  δk-prob (x) ≠ θ  or  pj  ≤ μ,  do  S ← S − {x}, pj is the maximum of all 

the probabilities of the object x to belong to a class. 

4   Experimental Results and Discussion 

In this section, the behavior of the editing algorithms just introduced is analyzed using 
14 real and synthetic databases taken from the UCI Machine Learning Database Re-
pository [4]. The main characteristics of these data sets are summarized in Table 1.  

Table 1. A brief summary of the experimental databases 

 No. classes No. features No. instances 
Cancer 2 9 683 
Liver 2 6 345 
Heart 2 13 270 
Wine 3 13 178 
Australian 2 42 690 
Balance 3 4 625 
Diabetes 2 8 786 
German 2 24 1002 
Glass 6 9 214 
Ionosphere 2 34 352 
Phoneme 2 5 5404 
Satimage 6 36 6453 
Texture 11 40 5500 
Vehicle 4 18 846 

The experiments consist of applying the 1-NN rule to each of the test sets, where 
the training portion has been preprocessed by means of different editing techniques. 
In particular, apart from the schemes here proposed, Wilson’s editing, the Holdout 
method and the Multiedit algorithm have been also included in this comparative 
study. The 5-fold cross-validation method (80% of the original instances have been 
used as the TS and 20% for test purposes) has been here employed to estimate the 
overall classification accuracy and size reduction rates. 

Table 2 reports the experimental results (classification accuracy and size reduction) 
yielded by the different algorithms over the 14 databases. These results have been 
averaged over the five partitions. Bold figures indicate the bests methods in terms of 
classification accuracy for each database. Italics indicates the highest size reduction. 
Note that typical settings for the algorithms used in the present study have been tried 
and the ones leading to the best performance have been finally included in Table 2. In 
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the case of WilsonTh, we provide the results obtained from using different values of 
the threshold parameter. The results corresponding to the plain NN classifier over the 
original TS have been also included for comparison purposes.  

Table 2. Classification accuracy (acc) and size reduction rate (size) using different editings 

  NN Wils. Hold. Mult. WProb WilsonTh 
       0.6 0.7 0.8 
Cancer acc 95.60 96.19 96.63 96.63 96.34 96.48 96.63 96.78 
 size  3.44 4.28 7.43 3.36 4.09 5.49 7.68 
Liver acc 65.79 70.70 70.40 59.49 68.67 68.97 69.55 68.95 
 size  32.89 37.10 75.79 27.89 45.94 61.37 67.82 
Glass acc 71.40 67.62 66.03 58.63 66.16 63.97 62.29 62.31 
 size  28.50 46.14 61.21 36.68 20.32 50.58 58.17 
Heart acc 58.16 67.00 67.34 66.64 66.26 65.17 65.12 64.78 
 size  34.44 38.70 69.25 28.51 40.09 53.61 65.09 
Vehicle acc 64.41 60.26 63.22 52.81 62.16 61.32 61.08 59.67 
 size  36.08 39.83 66.66 20.41 43.17 46.01 58.86 
Wine acc 73.04 70.90 75.24 72.42 69.69 69.74 69.20 69.20 
 size  34.97 30.75 45.50 14.60 33.28 35.67 41.43 
Ionosphere acc 83.46 82.02 82.31 69.58 81.74 81.74 80.89 80.64 
 size  16.66 14.52 34.11 18.01 18.01 24.21 25.21 
Texture acc 98.96 98.63 98.56 94.62 98.74 98.49 98.29 98.32 
 size  1.34 3.69 15.31 1.01 1.50 3.17 3.06 
Balance acc 79.20 85.11 85.62 86.41 84.96 86.73 88.50 89.13 
 size  14.80 14.52 37.04 10.76 24.40 32.08 38.40 
Australian acc 65.67 69.27 70.72 68.99 69.56 69.70 68.39 68.54 
 size  31.88 36.88 59.52 25.90 37.02 50.76 57.53 
German acc 64.81 70.40 72.00 70.00 70.70 71.10 70.50 70.50 
 size  30.50 32.27 54.72 26.90 39.62 52.72 60.00 
Phoneme acc 70.26 73.53 74.29 75.35 73.42 73.44 74.02 73.99 
 size  10.56 16.07 37.43 11.98 17.26 24.36 29.15 
Satimage acc 83.62 83.29 83.32 82.35 83.09 83.18 83.24 83.50 
 size  9.43 10.19 24.51 9.25 15.61 19.22 23.90 
Diabetes acc 67.32 73.70 73.69 71.09 74.35 74.60 74.48 74.74 
 size  26.36 44.40 55.76 21.09 37.33 45.47 54.91 

 
The first significant result from this empirical analysis is that the editing algorithms 

here proposed obtain similar classification accuracy to that of other classical methods. 
It is especially remarkable the fact that no editing outperforms the plain NN classifier 
in 6 out of 14 databases, although differences in such cases are not statistically sig-
nificant. Focusing on these results, it seems rather difficult to draw any conclusion 
because of the little significant differences among them in terms of accuracy. 

Examining the other factor of interest in Table 2, that is, the size reduction, the re-
sults show that both Multiedit and the proposed WilsonTh achieve the highest rates in 
all cases, consequently giving the most important decrease in computational loads in 
the classification phase. Although Multiedit achieves the highest set size reduction 
rate almost in all databases (10 out of 14), differences with respect to WilsonTh are 
only marginal. A final remark from the experiments, and perhaps the most important 
one, refers to the fact of comparing both classification accuracy and reduction rate 
simultaneously, WilsonTh outperforms Multiedit in most cases. In other words, the 
proposed WilsonTh algorithm obtains a better trade-off between accuracy and reduc-
tion than that given by Multiedit (or any other editing).  
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Fig. 1. Comparing classification accuracy and set size reduction for different editing methods 
over the Liver database 

In order to assess the performance relative to these two competing goals simulta-
neously, Fig. 1 illustrates the behaviour of the editing techniques in terms of both 
classification accuracy and set size reduction over the Liver database. As can be ob-
served, Multiedit algorithm yields the highest reduction rate, but it produces a very 
poor classification accuracy. On the contrary, Wilson’s editing obtains the highest 
classification accuracy, but it retains too many training instances. Finally, WilsonTh 
schemes (0.7 and 0.8) provide a suitable trade-off between both issues: high enough 
classification accuracy and reduction rate. 

5   Concluding Remarks 

When using a NN classifier, the presence of mislabeled prototypes can strongly de-
grade the corresponding classification accuracy. Many models for identifying and 
removing outliers have been devised. In this paper, we propose two editing algorithms 
that consider the probabilities of an instance to belong to a class. 

A series of experiments over 14 data sets has been carried out in order to evaluate 
the performance of those new editing methods and compare them with other tradi-
tional techniques. From the experiments carried out, it is to be noted that the two 
stochastic approaches to Wilson’s editing attain a suitable trade-off between TS size 
and classification accuracy. 

These editing methods are currently being applied in research works about ongoing 
learning, where throughout these processes, it is necessary to eliminate erroneously 
classified instances in the TS, with the objective of improving the classifier, acquiring 
experience from new unlabeled samples to be incorporated in the TS. 
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Abstract. A natural way to deal with training samples in imbalanced
class problems is to prune them removing redundant patterns, easy to
classify and probably over represented, and label noisy patterns that
belonging to one class are labelled as members of another. This allows
classifier construction to focus on borderline patterns, likely to be the
most informative ones. To appropriately define the above subsets, in this
work we will use as base classifiers the so–called parallel perceptrons, a
novel approach to committee machine training that allows, among other
things, to naturally define margins for hidden unit activations. We shall
use these margins to define the above pattern types and to iteratively
perform subsample selections in an initial training set that enhance clas-
sification accuracy and allow for a balanced classifier performance even
when class sizes are greatly different.

1 Introduction

Most real world classification problems involve imbalanced samples, that is, sam-
ples where the number of patterns from one class (that we term the positive
samples) is much smaller than that from others. There are many examples of
this situation [4, 5], as well as a large literature on this topic, for which many
techniques have been applied. Basic examples are ROC curves [8, 12] or the
alteration of the sample class distribution, either by oversampling the minority
class [2], undersampling the majority class [7] or doing this on both [3]. More-
over, sampling techniques are also in the core of the more sophisticated methods
that arise from the well known boosting paradigm [6].

In this work we shall propose a new procedure for training set reduction
based on the concept of margin that arises naturally in parallel perceptron (PP)
training introduced by Auer et al. in [1]. Parallel perceptrons have the same
structure of the well known committee machines [10], that is, they are made up
of an odd number of standard perceptrons Pi with ±1 outputs, and the ma-
chine’s one dimensional output is simply the sum of these perceptrons’ outputs
(that is, the overall perceptron vote count). They are thus well suited for 2–class
discrimination problems, but it is shown in [1] that they can also be used in
regression problems, as they have indeed a universal approximation property.
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Another contribution of [1] is to give a general and effective training procedure
for PPs. A key part of this training procedure is a margin based output sta-
bilization technique that tries to augment the distance of the activation of a
perceptron from its decision hyperplane, so that small random changes on an
input pattern do not cause its being assigned to another class. Although these
margins are not defined on the one dimensional output of a PP and they have
to be considered independently for each perceptron, they do provide a way to
measure the relevance of individual patterns with respect the overall training set
and to establish a pattern selection strategy.

We shall briefly describe in section 2 the training of PPs, as well as their
handling of margins, while in section 3 we will describe the overall training set
selection procedure and shall also see how margins can be used to discard both
redundant patterns, that is, those patterns easy to detect and well represented
by other patterns in the training set, and label noisy patterns, that is, those
labelled as belonging to one class while their features clearly establish them as a
member of another, while allowing to retain those patterns most interesting for
training purposes. In section 4 we will illustrate numerically the results provided
by the pattern selection algorithm over 7 example databases obtained fom the
UCI repository. As we shall see, in all of them we arrive at much smaller training
subsets that nevertheless allow the construction of effective PP classifiers. The
paper ends with a brief summary section.

2 Parallel Perceptron Training

The parallel perceptron architecture is simply that of the well known committee
machines. Let us briefly review it. Assume we are working with D dimensional
patterns X = (x1, . . . , xD)t, where the D–th entry has a fixed 1 value to include
bias effects. If the committee machine (CM) has H perceptrons, each with a
weight vectorWi, for a given input X , the output of perceptron i is then Pi(X) =
s(Wi ·X) = s(acti(X)), where s(·) denotes the sign function and acti(X) = Wi·X
is the activation of perceptron i due to X . We then have

H∑
1

Pi(X) = #{i : Wi ·X > 0} −#{i : Wi ·X < 0}

= N+(X)−N−(X) = N (X),

and the output h(X) of the CM is h(X) = s (N (X)) where we take H to be
odd to avoid ties. We will assume that each input X has an associated ±1
label lX and take the output h(X) as correct if lXh(X) > 0. It is then clear
that X has been correctly classified if either N+(X) > N−(X) when lX = 1 or
N+(X) < N−(X) when lX = −1. If this is not the case, and we have, say, lX = 1,
then N−(X) = (H −N (X))/2. Classical CM training ([10], ch. 6) then tries to
change the smallest number of perceptron outputs so that X could then be
correctly classified, and it is easy to see that this number is (1+ |N (X)|)/2; this
last formula can also be applied to wrongly classifiedX such that lX = −1. Then,
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whenever lXh(X) = −1, classical CM training first selects those (1 + |N (X)|)/2
perceptrons Pi such that lXPi(X) = −1 and for which |acti(X)| is smallest, and
changes their weights by the well known Rosenblatt’s rule:

Wi := Wi + ηlXX. (1)

CMs and parallel perceptrons (PPs) differ in their training. PPs can be
trained either on line or, as we shall do here, in batch mode and for them the up-
date (1) is applied to all wrong perceptrons, i.e. those Pi verifying lXPi(X) = −1.
Moreover, their training has a second ingredient, a margin–based output stabi-
lization procedure. Notice that if Wi ·X � 0, small changes on X may cause a
wrong class assignment for a small perturbation of X . To avoid this instability,
the update (1) is also applied when a pattern X is correctly classified but still
0 < lXActi(X) < γ.

The value of the margin γ is also adjusted dynamically from a starting value.
More precisely, after a pattern X is processed correctly, we have

γ := γ + η (Mmin −min{Mmax,M(X)}) ,

where M(X) is the number of hyperplanes that process X correctly although
with a too small margin. In other words, M(X) = #{i : 0 < lXActi(X) < γ}
for those X such that lXf(X) > 0. Values proposed in [1] for Mmin and Mmax

are Mmin = 0.25 and Mmax = 1. Observe then that γ increases if all correct
perceptron activations are above the current margin (for then M(X) = 0), while
it decreases if at least one perceptron activation is “below” the current margin
(then M(X) ≥ 1). Notice that for the margin to be meaningful, weights have
to be normalized somehow; we will make its euclidean norm to be 1 after each
batch pass. Notice PPs provide a common margin value γ for all H perceptrons;
however, not all patterns have to behave with respect to γ in the same way
overall H perceptrons.

In spite of their very simple structure, PPs do have a universal approxima-
tion property. Moreover, as shown in [1], PPs provide results in classification and
regression problems quite close to those offered by procedures such as MLPs and
C4.5 decision trees. Finally, their training is very fast, because of the very simple
update (1) and because it is only applied to patterns incorrectly classified. De-
noting their number as NW and omitting for simplicity updates due to margins,
the overall training complexity for a PP is O(NWDH); as training advances, we
should have NW � N and, hence, very fast bacth iterations.

3 Training Pattern Selection

When dealing with imbalanced data sets, it is reasonable to expect patterns to
fall within three cathegories, redundant, label noisy and borderline. Label noisy
are simply those X for which their label assignment is likely to be wrong. It is
thus desirable to exclude them from the training set. Redundant patterns are
those easy to classify. Since they are likely to be overrepresented on the training
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set, many of them can be possibly ignored during training without hampering
classifier construction. Finally, borderline patterns are those whose classification
could be different after small perturbations and therefore, classifier construction
should concentrate on them to provide stable and possibly correct classifications
after training ends.

This training pattern cathegorization can be potentially quite useful, for
once achieved, classifier construction can proceed by iteratively constructing a
sequence of classifiers using training sets where redundant and noisy patterns
are progressively removed. Notice that this training can be viewed as a kind of
radical boosting–like procedure, where redundant and noisy patterns probabil-
ities change to 0 after each iteration while the remaining patterns are taken as
equiprobable. The difficulty obviously lies on how to characterize patterns bel-
oging to each class. For this, activation margins are a natural choice. Recall that
PPs adaptatively adjust this margin, making it to converge to a final value γ. If
for a pattern X its i–th perceptron activation verifies |acti(X)| > γ, it is likely to
remain so after a small perturbation. Thus if for all i we have lXacti(X) > γ, X
is likely to be also correctly classified later on. Those patterns are natural choices
to be taken as redundant. Similarly, if for all i we have lXacti(X) < −γ, X is
likely to remain wrongly classified, and we will take such patterns as label noisy.
The remanining X will be the borderline patterns. We shall use the notations
Ri, Ni and Bi for the redundant, noisy and borderline training sets at itera-
tion i. With a slight abuse of the language, we shall call a pattern’s normalized
activation lXacti(X) its “margin”.

After iteration i we shall remove the Ri and Ni subsets. With respect to
Bi the first option is to keep all of its patterns after each iteration. However,
working with imbalanced data sets we should treat positive and negative train-
ing patterns in different ways, specially if classes are mixed. The alternative
option we shall also use is to remove after each iteration the subset nB−

i of
“noisy” borderline negative patterns X with a wrong margin lXacti(X) < 0 in
all perceptrons. Although we could also do the same for the noisy borderline
positive set nB+

i , this has the risk of removing a sizeable amount of the positive
patterns, whose number could be much smaller than that of the negative ones.
This second alternative option certainly favors the positive class, so it has to be
balanced somehow. We shall do so with the termination criterium to be used.
Recall that we want a good classification performance on the positive class, but
maintaining also a good performance on the negative class. We thus need to
balance the positive and negative accuracies, defined as a+ = TP/(TP + FN)
and a− = TN/(TN + FP ), where TP , TN denote the number of true posi-
tives and negatives, that is, positive and negative patterns correctly classified,
and FP, FN denote the number of false positives and negatives, that is, nega-
tive and positive patterns incorrectly classified. For imbalanced problems, simple
accuracy, that is the percentage of correctly classified patterns, may not be a
relevant criterium, as it would be fulfilled by the simple (and very uninteresting)
procedure of assigning all patterns to the (possibly much larger) negative classes.
Other criteria are thus needed, and several options such as precision (the ratio
TP/(TP+FP )) or recall (the ratio TP/(TP+FN), i.e., our positive class accu-
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Table 1. The table gives final g values when nB− is kept (third column) and removed
(fourth); the second option gives better results. For comparison purposes g values
obtained after direct MLP are also given.

Problem set % positives final g with nB− final g without nB− MLP–BP

cancer 34.5 96.5 96.6 96.1

diabetes 34.9 68.7 71.2 71.7

ionosphere 35.9 77.6 82.3 80.8

vehicle 25.7 69.6 72.5 75.7

glass 13.6 91.2 91.6 91.8

vowel 9.1 92.9 93.3 97.1

thyroid 7.4 73.9 97.2 95.8

racy a+), ROC curves, or other, have been proposed. Here we shall use a simple
measure first used in [11], the geometric ratio g =

√
a+a− between positive and

negative accuracies, that measures the balance of the positive and negative class
accuracies.

After the iterations end, the final PP is then used over the test set to de-
termine the reported values of the overall test accuracy ats and the test set gts

value, that will measure how well balanced are the generalization abilities of the
just constructed classifier. The pseudocode of the general procedure including
noisy borderline patterns is thus:

trSetReduction(trainingSet tr, testSet ts)

gTr = 0;

acc+_Tr = 0;

trainPP(ts, g, acc+, W, gamma); // first update of weigths, margin

while g >= g_Tr and acc+ >= acc+_Tr: // reduce Tr while g, acc+ improve

gTr = g; acc+_Tr = acc+; wPP = W; // W_PP: weights of best PP so far

find(Tr, R, N, B, nB-, gamma); // find redundant, l. noisy, borderline

remove(tr, R, N); // remove redundant, label noisy

remove(tr, nB-); // and negative noisy boderline

trainPP(tr, g, acc+, W, gamma);

calcAccG(ts, wPP, accTs, acc+_Ts, acc-_Ts, gTs);

In the next section we will illustrate numerically these procedures.

4 Numerical Results

We shall use 7 problem sets from the well known UCI database (listed in table 1)
referring to the UCI database documentation [9] for more details on these prob-
lems. Some of them (glass, vowel, vehicle, thyroid) are multi–class problems; to
reduce them to 2–class problems, we are taking as the minority classes the class
1 in the vehicle dataset, the class 0 in the vowel data set, and the class 7 in the
glass domains (as done in [7]), and merged in a single class both sick thyroid
classes. In general they can be considered relatively hard problems. Moreover,
some of these problems provide well known examples of highly imbalanced posi-
tive and negative patterns, that difficult classifier construction, as discriminants
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Table 2. Comparison of initial and final g values. The table also shows the training
set reduction achieved.

Problem set initial g final g initial Tr set final Tr set ave. # iters

cancer 96.8 96.6 629 174 1.99

diabetes 69.9 71.2 691 631 0.88

ionosphere 76.9 82.3 315 241 2.13

vehicle 67.0 72.5 762 284 2.89

glass 90.4 91.6 193 163 0.59

vowel 89.3 93.3 891 418 1.62

thyroid 68.1 97.2 6480 64 4.81

may tend to favor the (much) larger negative patterns over the less frequently
positive ones. This is the case of the glass, vowel, thyroid and, to a lower extent,
vehicle problems. In all of them we will take the minority class as the positive
one.

PP training has been carried out as a batch procedure. In all examples we
have used 3 perceptrons and parameters γ = 0.05 and η = 10−2; for the thyroid
dataset, we have taken η = 10−3. As proposed in [1], the η rate does not change
if the training error diminishes, but is decreased to 0.9η if it augments. Training
epochs have been 250 in all cases; thus the training error evolution has not been
taken into account to stop the training procedure. Anyway, it has an overall
decreasing behavior. In all cases we have used 10–times 10–fold cross validation.
That is, on each training stage, the overall data set has been randomly split in
10 subsets, 9 of which have been combined to obtain the initial training set, the
size of which has been decreased on each training iteration as described above.
To ensure an appropriate representation of positive pattern, stratified sampling
has been used. The final PPs’ behavior has been computed on the remaining,
unchanged subset, that we keep for testing purposes.

Recall that we have discussed two handling options for training patterns in
the set nB−

i , either to keep or remove them. Table 1 gives the average of the
final g values obtained over each test set. It also gives the proportion of positive
patterns and the final g values given by a standard multilayer perceptron for
comparison purposes. It can be seen that final g values arrived at removing
patterns in nB− are consistently better. Moreover, they favourably compare
with MLP g values: although much simpler (and much faster to train), final
PP g values are slightly better than MLP values in two cases, slightly worse in
another two and essentially the same in the remaining three.

All other results will be given for training set selection when the nB−
i sets

are removed. They are contained in tables 2 and 3. The first table compares
initial and final g values. In all cases but the cancer data set, final test g values
are bigger than initial ones. The gain is small in some problems, that require
few training set selection iterations, but much larger in other cases; the average
number of iterations is nevertheless quite modest. For a quick comparison, we
just mention that the g values for the vehicle and vowel problems are better
than those in [7], where a different training set reduction method is used with
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Table 3. Initial and final accuracy results for training set selection when patterns in
nB− are removed.

Problem set initial acc initial a+ initial a− final acc final a+ final a−

cancer 96.870 96.630 97.009 96.420 97.155 96.062

diabetes 75.039 57.926 84.369 75.158 61.373 82.665

ionosphere 82.143 64.051 92.367 86.171 71.803 94.255

vehicle 78.119 51.414 87.437 79.512 61.139 85.879

glass 95.048 84.500 96.795 95.842 86.000 97.459

vowel 97.273 80.667 98.933 97.838 88.111 98.811

thyroid 95.499 46.708 99.405 98.493 95.625 98.722

the 1–nearest neighbor (NN) and C4.5 algorithms; the glass g value reported
here is slightly smaller than that reported there for the 1–NN method but better
than that of C4.5 (notice that training sets used here may slightly differ from
those used in [7]). On the other hand, except in the glass and diabetes problems
training set reduction (shown in the same table) is quite marked, specially for
the thyroid data set.

Table 3 compares initial and final accuracy values. In all cases final accuracy
is bigger, except again for the cancer problem, where it remains essentially the
same. As it should be expected, the algorithm enforced gain on the accuracy
a+ of the positive training class extends to the test sets, that show a noticeable
increase, quite markedly in fact in all cases except the cancer dataset. On the
other hand, the accuracy a− of the negative class slightly increases in two cases,
slightly decreases in another three and essentially stays the same in the remaining
two cases.

As a summary of these results, we have illustrated that the proposed itera-
tive training set selection procedure can achieve both noticeable improvements
on the classification of a smaller positive class, while offering a good balance be-
tween positive and negative classification performances. Moreover, considerable
reduction of training set sizes (and consequently a much faster training in the
final iterations) are to be added to these advantages.

5 Conclusions and Further Work

In this paper we have proposed a new procedure for training set reduction based
on the activation margins that arise naturally in parallel perceptron training. Its
effectiveness has been verified on the seven 2–class problems studied here, several
of them being representative of imbalanced class problems, where the discrimi-
nation of a small positive class may be damaged by the much larger number of
negative samples. The proposed procedure balances in a natural way the number
of positive and negative samples while ensuring a good generalization, not only
in terms of a good overall test set accuracy, but also of its adequate balance
among positive and negative classes.
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This property, together with the very fast training of PP, may make them
quite useful on large dimension imbalanced problems, an area of considerable
interest as many interesting problems (text mining, microarray discrimination)
belong to it. This and other questions, such as PP use in active training, and
improvements in their performance, either by combining PPs through boosting
or enlarging their parameter space, are under study.
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Abstract. In this work, we present a novel approach for face recogni-
tion which use boosted statistical local Gabor feature based classifiers.
Firstly, two Gabor parts, real part and imaginary part, are extracted for
each pixel of face images. The two parts are transformed into two kinds
of Gabor features, magnitude feature and phase feature. 40 magnitude
Gaborfaces and 40 phase Gaborfaces are generated for each face image
by convoluting face images with five scales and eight orientations Ga-
bor filters. Then these Gaborfaces are scanned with a sub-window from
which the quantified Gabor features histograms are extracted represent-
ing efficiently the face image. The multi-class problem of face recognition
is transformed into a two-class one of intra-and extra-class classification
using intra-personal and extra-personal images, as in [5]. The intra/extra
features are constructed based on these histograms of two different face
images with Chi square statistic as dissimilarity measure. A strong clas-
sifier is learned using boosting examples, similar to the way in face detec-
tion framework [10]. Experiments on FERET database show good results
comparable to the best one reported in literature [6].

1 Introduction

Face recognition has attracted much attention due to its potential values for
applications as well as theoretical challenges. As a typical pattern recognition
problem, face recognition has to deal with two main issues: (1) what features to
use to represent a face, and (2) how to classify a new face image based on the
chosen representation. Up until now, many representation approaches have been
introduced, including Principal Component Analysis (PCA) [9], Linear Discrim-
inant Analysis (LDA) [2], independent component analysis (ICA) [1], and Gabor
wavelet features [11]. PCA computes a reduced set of orthogonal basis vector
or eigenfaces of training face images. A new face image can be approximated
by weighted sum of these eigenfaces. LDA seeks to find a linear transforma-
tion by maximising the between-class variance and minimising the within-class
variance. ICA is a generalization of PCA, which is sensitive to the high-order
relationships among the image pixels. Gabor wavelet captures the local structure
corresponding to spatial frequency (scale), spatial localization, and orientation
selectivity. Among various representations, multi-scale and multi-orientation Ga-
bor features have attracted much attention and achieved great success in face
recognition [7, 11].

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 51–58, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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While regarding classification methods, nearest neighbor [9], convolutional
neural networks, nearest feature line, Bayesian classification [5] and AdaBoost
method have been widely used. The Bayesian Inra/Extraperson classifier (BIC)
[5] uses the Bayesian decision theory to divide the difference vectors between
pairs of face images into two classes: one representing intrapersonal differences
(i.e. differences in a pair of image representing the same person) and extraper-
sonal differences.

Adaboost method, introduced by Freund and Schapire [3], which provides a
simple yet effective stagewise learning approach for feature selection and nonlin-
ear classification at the same time, has achieved great success in face detection
[10] and other applications [7]. AdaBoost cascade framework, which is also widely
used in many applications especially in face detection occasions [10], is a divide-
and-conquer strategy, which can make training and testing process much easier
and faster. Moreover, it is an efficient way to treat asymmetric problems and
hardly converging training processes.

In this work, we present a novel approach for face recognition which use
boosted statistical Gabor feature based classifiers. First two Gabor parts, real
part and imaginary part, are extracted for each pixel of face images. The two
parts are transformed into two kinds of Gabor features, magnitude feature and
phase feature. 40 magnitude Gaborfaces and 40 phase Gaborfaces are generated
for each face image by convoluting face images with five scales and eight ori-
entations Gabor filters. Then these Gaborfaces are scanned with a sub-window
from which the quantified Gabor features histograms are extracted representing
efficiently the face image. The textures of the facial regions are locally encoded
by the Gabor feature patterns while the shape of the face is recovered by the
construction of the sub-window histogram. The idea behind using the local Ga-
bor statistical features is that the face image can be seen as composition of
micro-patterns which are invariant with respect to monotonic grey scale trans-
formations. Combining these micro-patterns, a robust global description of the
face image is obtained.

The multi-class problem of face recognition is transformed into a two-class
one of intra-and extra-class classification using intra-personal and extra-personal
images, as in [5]. The intra/extra features are constructed based on these his-
tograms of two different face images with Chi square statistic as dissimilarity
measure. A strong classifier is learned using boosting examples, similar to the
way in face detection framework [10]. Experiments on FERET database show
good results comparable to the best one reported in literature [6].

The rest of this paper is organized as follows: In section 2, the two kinds
of Gabor feature face representation approach is introduced. The intra/extra
features are constructed in section 3. In section 4, the cascade boosting learning
for weak classifiers selection and classifier construction are proposed. And the
experiment results using the FERET database and FERET evaluation protocol
and analysis are shown in section 5. In section 6, we present the conclusion and
future work.
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2 Gabor Features for Face Image Representation

The representation of faces using Gabor feature has been extensively and suc-
cessfully used in face recognition [4, 11]. Significant improvements in the face
recognition rate have been reported in literature. Gabor features exhibit desir-
able characteristics of spatial locality and orientation selectively, and are opti-
mally localized in the space and frequency domains. The Gabor kernels can be
defined as follows:

Ψμ,ν =
k2

μ,ν

σ2
exp(−

k2
μ,νz

2

2σ2
)[exp(ikμ,νz)− exp(−σ

2

2
)] (1)

where μ and ν define the orientation and scale of the Gabor kernels, z = (x, y)
and the wave vector kμ,ν is defined as follows:

kμ,ν = kνe
iφμ (2)

where kν = kmax/f
ν, kmax = π/2, f =

√
2, φμ = 2πμ/8. The Gabor kernels in

equ.(1) are all self-similar since they can be generated from one filter, the mother
wavelet, by scaling and rotation via the wave vector kμ,ν . We use Gabor kernels
at five scales ν ∈ {0, 1, 2, 3, 4} and eight orientations μ ∈ {0, 1, 2, 3, 4, 5, 6, 7},
with the parameter σ = 2π . The numbers of scales and directions selected made
the feature extracted suitable to represent the characteristics of spatial locality
and orientation selectivity as shown in Fig.1.

Fig. 1. 40 Gabor kernels used in this paper.

The Gaborfaces are computed by convoluting face images lixel we have two
Gabor parts, real part and imaginary part:

Gabor real part:

Re(Ψμ,ν) =
k2

μ,ν

σ2
exp(−

k2
μ,νz

2

2σ2
)[cos(kμ,νz)− exp(−σ

2

2
)] (3)

Gabor imaginary part:

Im(Ψμ,ν) =
k2

μ,ν

σ2
exp(−

k2
μ,νz

2

2σ2
) sin(kμ,νz) (4)



54 Xiangsheng Huang and Yangsheng Wang

3 Intra/Extra Features Construction

3.1 Features Construction

Two Gabor parts, real part and imaginary part, are extracted for each pixel of
face images. The two parts are transformed into two kinds of Gabor features,
magnitude feature and phase feature:

The magnitude features are generated by:√
Re(Ψμ,ν)2 + Im(Ψμ,ν)2 (5)

The phase features are calculated by:

arctan(Re(Im(Ψμ,ν)/Re(Ψμ,ν)) (6)

All feature values are quantified into 64 bins. 40 magnitude Gaborfaces and
40 phase Gaborfaces are generated for each face image by convoluting face image
with five scales and eight orientations Gabor filters, as shown in Fig.2.

(a) 40 magnitude Gaborfaces (b) 40 phase Gaborfaces

Fig. 2. 80 Gaborfaces of one face image: 40 magnitude Gaborfaces and 40 phase Gabor-
faces.

Then these Gaborfaces (in this work, face image size is 92×112) are scanned
with a sub window which size is 20×20 by shifting two pixels at each step, from
which the quantified Gabor features histograms are extracted. With the sub win-
dow moving, spatially enhanced feature histograms represent the face image effi-
ciently. There are 1656 sub-windows for each Gaborface, and 132480(1656× 80)
sub-windows for each face image. Each sub-window has one histogram to de-
scribe the local statistical property of Gabor feature. The multi-class problem
of face recognition is transformed into a two-class one of intra-and extra-class
classification. The basic idea is that intra-personal images have similar local
Gabor feature statistical property, in contrast, extra-personal images have dis-
similar local statistical property. In this work, Chi square statistic is applied to
two corresponding histograms of two face images to measure the similarity of
the two face images. That is to say, there are intra/extra 132480 features in the
statistical Gabor feature space for each pair of face images.
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3.2 Chi Square Statistic Distance

A histogram of the Gaborface fl(x, y) can be defined as:

Hj =
∑
x,y

I{fl(x, y) = j}, j = 0, . . . , n− 1 (7)

in which n is the number of different labels produced by the Gabor filters (In
this work, Gabor coefficients are quantified into 64 bins, so n is 64) and

I{A} =
{

1, A is true
0, A is false

(8)

This histogram contains information about the distribution of the local micro-
patterns, such as edges, spots and flat areas, over the whole Gaborface. For ef-
ficient face representation, one should retain also spatial information. For this
purpose, the Gaborface is scanned with a sub-window and the spatially enhanced
histogram of each window, Wi, is defined as:

Hi,j =
∑
x,y

I{(x, y) ∈Wi}I{fl(x, y) = j} (9)

In this histogram, we effectively have a description of the face on two different
levels of locality: the labels for the histogram contain information about the
patterns in pixel-level, and the labels are summed over a small region to produce
information on regional level.

Several possible dissimilarity measures have been proposed for histograms.
In this work, Chi square statistic is adopted.

-Chi square statistic (χ2):

χ2(S,M) =
∑

i

(Si −Mi)2

(Si +Mi)
(10)

When the image has been divided into regions, it can be expected that some
of the regions contain more useful information than others in terms of distin-
guishing between people. For examples, eyes seem to be an important cue in
human face recognition. To take advantage of this, AdaBoost is applied to select
intra/extra feature and set them with different weight based on the importance
of the information it contains.

4 Feature Selection and Classifier Learning

The set of 132480 intra/extra features is an over-complete set for the intrin-
sically low dimensional face appearance pattern and contains much redundant
information. We propose to use Adaboost to select most significant intra/extra
features from a large feature set.

Therefore, AdaBoost is adopted to solving the following three fundamental
problems in one boosting procedure: (1) learning effective features from a large
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0. (Input)
(1) Training examples {(x1, y1), . . . , (xN , yN)},

where N = a + b; of which a examples have yi = +1
and b examples have yi = −1;

1. (Initialization)
w0,i = 1

2a
for those examples with yi = +1 or

w0,i = 1
2b

for those examples with yi = −1.
2. (Forward Inclusion)

For t = 1, . . . , T
(1) Train one hypothesis hj for each feature j with wt, and

error ej = Prwt
i [hj(xi) �= yi]

(2) Choose ht(x) = hk(x), such that ∀j �= k, ek < ej .
Let et = ek.

(3) Update wt+1,i ← wt,iβ
Ii
t , where Ii = 1 or 0 for example

xi classified correctly or incorrectly respectively and
βt = et/(1 − et), normalize to

∑
i
wt+1,i = 1;

3. (Output)

H(x) =

{
1, if

∑T

t=1
αtht(x) >

∑T

t=1
αt

0, otherwose

where αt = log 1
βt

Fig. 3. AdaBoost Algorithm.

feature set, (2) constructing weak classifiers each of which is based on one of the
selected features, and (3) boosting the weak classifiers into a stronger classifier.

The AdaBoost algorithm based on the descriptions from [4, 8] is shown in
Fig. 3. The AdaBoost learning procedure is aimed to derive αt and ht(x). Every
training example is associated with a weight. During the learning process, the
weights are updated dynamically in such a way that more emphasis is placed on
hard examples which are erroneously classified previously.

5 Experiments

We tested the proposed method on the FERET fafb face database, and the
training set is also from the training set of the FERET database, which includes
1002 images of 429 subjects. All images are cropped to 112 pixels high by 92
pixels wide and rectified according to the eye positions provided with the FERET
data. Histogram normalization is used to preprocess all cropped images. The
cropped and preprocessed images are illustrated in Fig.4. 795 intra-personal
image pairs and 500, 706 extra-personal image pairs are generated using the
training set.

To test the efficiency of our proposed method, several comparative exper-
iments were tested on the probe set fb with the gallery fa of the FERET
database. There are 1196 images in fa, 1195 images in fb, and all exactly the
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Fig. 4. Some examples of preprocessed face images.

subjects have exactly one image in both fa and fb. The rank curves of the final
recognition results are plotted in Fig.5. It should be noted that the CSU im-
plementations of the algorithms whose results we introcued here do not achieve
the same figures as in original FERET test due to some modifications in the
experimental setup. Our approach has achieved the upper bound recognition
performance shown in Fig.5.
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Fig. 5. Rank curves for the fb probe sets.

6 Conclusion

In this work, we present a novel approach for face recognition which use boosted
statistical local Gabor feature based classifiers. The textures of the facial regions
are locally encoded by the Gabor feature patterns while the shape of the face
is recovered by the construction of the sub-window histogram. The idea behind
using the local Gabor statistical features is that the face image can be seen as
composition of micro-patterns which are invariant with respect to monotonic
grey scale transformations. Combining these micro-patterns, a robust global de-
scription of the face image is obtained. The multi-class problem of face recog-
nition is transformed into a two-class one of intra-and extra-class classification
using intra-personal and extra-personal images, as in [5]. The intra/extra fea-
tures are constructed based on these histograms of two different face images with
Chi square statistic as dissimilarity measure. A strong classifier is learned using
boosting examples. Experimental results on FERET(fa fb)database has proven
the effectiveness of our new approach. While the problem of how to select the
kernel size of Gabor filter and scanning sub-window size is still open. And this
will be the focus in our future research.
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Abstract. When a Multiple Classifier System is employed, one of the most 
popular methods to accomplish the classifier fusion is the simple majority vot-
ing. However, when the performance of the ensemble members is not uniform, 
the efficiency of this type of voting is affected negatively. In this paper, a com-
parison between simple and weighted voting (both dynamic and static) is pre-
sented. New weighting methods, mainly in the direction of the dynamic ap-
proach, are also introduced. Experimental results with several real-problem data 
sets demonstrate the advantages of the weighting strategies over the simple vot-
ing scheme. When comparing the dynamic and the static approaches, results 
show that the dynamic weighting is superior to the static strategy in terms of 
classification accuracy. 

1   Introduction 

A multiple classifier system (MCS) is a set of individual classifiers whose decisions 
are combined when classifying new patterns. There are many different reasons for 
combining multiple classifiers to solve a given learning problem [6], [12]. First, 
MCSs try to exploit the local different behavior of the individual classifiers to im-
prove the accuracy of the overall system. Second, in some cases MCS might not be 
better than the single best classifier but can diminish or eliminate the risk of picking 
an inadequate single classifier. Another reason for using MCS arises from the limited 
representational capability of learning algorithms. It is possible that the classifier 
space considered for the problem does not contain the optimal classifier. 

Let D = { D1, ..., Dh } be a set of classifiers. Each classifier assigns an input feature 

vector x � � to one of the c problem classes. The output of a MCS is an h-
dimensional vector containing the decisions of each of the h individual classifiers: 

[D1(x),..., Dh(x)]T (1) 

It is accepted that there are two main strategies in combining classifiers: selection 
and fusion. In classifier selection, each individual classifier is supposed to be an ex-
pert in a part of the feature space and therefore, we select only one classifier to label 
the input vector x. In classifier fusion, each component is supposed to have knowl-
edge of the whole feature space and correspondingly, all individual classifiers decide 
the label of the input vector.  

Focusing on the fusion strategy, the combination can be made in many different 
ways. The simplest one employs the majority rule in a plain voting system [4]. More 
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elaborated schemes use weighted voting rules, in which each individual component is 
associated with a different weight [5]. The final decision can be made by majority, 
average [6], minority, medium [7], product of votes, or using some other more com-
plex methods [8], [9], [10], [19]. 

In the present work, some methods for weighting the individual components in a 
MCS are proposed, and their effectiveness is empirically tested over real data sets. 
Three of these methods correspond to the so-called dynamic weighting, by using the 
distances to a pattern. The last method, which belongs to the static weighting strategy, 
estimates the leaving-one-out error produced by each classifier in order to set the 
weights of each component [21].  

From now on, the rest of the paper is organized as follows. Sect. 2 provides a brief 
review of the main issues related to classifier fusion and makes a very simple catego-
rization of weighting methods, distinguishing between dynamic and static weighting 
of classifiers. Moreover, seveal weighting procedures are also introduced in Sect. 2. 
The experimental results are discussed in Sect. 3. Finally, some conclusions and pos-
sible further extensions are given in Sect. 4. 

2   Classifier Fusion 

As pointed out in Sect. 1, classifier fusion assumes that all individual classifiers are 
competitive, instead of complementary. For this reason, each component takes part in 
the decision of classifying an input test pattern.  

In the simple voting (by majority), the final decision is taken according to the 
number of votes given by the individual classifiers to each one of the classes, thus 
assigning the test pattern to the class that has obtained a majority of votes. When 
working with data sets that contain more than two classes, in the final decision ties 
among some classes are very frequently obtained. To solve this problem, several cri-
teria can be considered. For instance, to randomly take the decision, or to implement 
an additional classifier whose ultimate goal is to bias the decision toward a certain 
class [15]. 

An important issue that has strongly called the attention of many researchers is the 
error rate associated to the simple voting method and to the individual components of 
a MCS. Hansen and Salomon [17] show that if each one of the classifiers being com-
bined has an error rate less than 50%, it may be expected that the accuracy of the 
ensemble improve when more components are added to the system. However, this 
assumption not always is fulfilled. In this context, Matan [18] asserts that in some 
cases, the simple voting might perform even worse than any of the members of the 
MCS. Thus some weighting method can be employed in order to partially overcome 
these difficulties. 

A weighted voting method has the potential to make the MCS more robust to the 
choice of the number of individual classifiers. Two general approaches to weighting 
can be remarked: dynamic weighting and static weighting of classifiers. In the dy-
namic strategy, the weights assigned to the individual classifiers can change for each 
test pattern. On the contrary, in the static weighting, the weights are computed for 
each classifier in the training phase, and they are maintained constant during the clas-
sification of the test patterns. 
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In the following sections, several weighting functions, both from the dynamic and 
the static categories, are explored. It has to be noted that in the present work, all the 
individual classifiers correspond to the 1-NN (Nearest Neighbor) rule [16]. This is a 
well-known supervised non-parametric classifier that combines conceptual and im-
plementational simplicity with an asymptotic error rate conveniently bounded in 
terms of the optimal Bayes error. In its classical manifestation, given a set of m previ-
ously labeled instances (or training set, TS), this classifier assigns any input test pat-
tern to the class indicated by the label of the closest example in the TS. The extension 
of this rule corresponds to the k-NN classifier, which consists of assigning an input 
pattern to the class most frequently represented among the k closest training instances. 

2.1   Dudani’s Dynamic Weighting 

A weighted k-NN rule for classifying new patterns was first proposed by Dudani [3]. 
The votes of the k nearest neighbors are weighted by a function of their distance to the 
test pattern. In his original proposal, a neighbor with smaller distance is weighted 
more heavily than one with a greater distance: the nearest neighbor gets a weight of 1, 
the furthest neighbor a weight of 0, and the other weights are scaled linearly to the 
interval in between (Eq. 2): 
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j  (2) 

where dj denotes the distance of the j’th nearest neighbor to the test pattern, d1 is the 
distance of the nearest neighbor, and dk indicates the distance of the furthest (k’th) 
neighbor. 

Now, this function will be here applied to make the dynamic weighting of the indi-
vidual components in an ensemble. Correspondingly, the value of k (that is, the num-
ber of nearest neighbors in Dudani’s rule) will be replaced by the number of classifi-
ers h that constitute the MCS. The procedure to assign the weights can be described as 
follows: 

1. Let d
j 
(j = 1, …, h) be the distance of an input test vec-

tor x to its nearest neighbor in the j’th individual classi-
fier. 
2. Sort the h distances in increasing order: d

1
, …, d

h
. 

3. Weight classifier D
j
 by means of function in Eq. 2. 

2.2   Dynamic Weighting by Index 

Another weighting function is here considered. Like in Dudani’s method, the h dis-
tances of the test pattern x to its nearest neighbor in each individual classifier have 
also to be sorted. In this case, each classifier Dj is weighted according to the following 
function: 

1+−= jhwj  (3) 

where j represents the index of an individual classifier after sorting the corresponding 
h distances. 
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Consider a MCS consisting of three individual classifiers D = {D1, D2, D3}. The 
distance of the nearest neighbor to a given test pattern x by means of each classifier is 
d1, d2, and d3, respectively. Now suppose that d2 < d1 < d3. Thus after sorting the three 
distances, the index of classifier D1 is 2, the index of D2 is 1, and the index of D3 is 3. 
Consequently, by applying the weighting function in Eq. 3, the resulting weights are 
w1 = 3 – 2 + 1 = 2, w2 = 3 – 1 + 1 = 3, and w3 = 3 – 3 +1 = 1. 

2.3   Dynamic Weighting by Averaged Distances 

We here propose a novel weighting function, which is based on the computation of 
averaged distances. In summary, the aim of this new dynamic weighting procedure is 
to reward (by assigning the highest weight) the individual classifier with the nearest 
neighbor to the input test pattern. The rationale behind this is that such a classifier 
probably corresponds to that with the highest accuracy in the classification of the 
given test pattern. Thus each classifier Dj will be weighted by means of the function 
shown in Eq. 4: 

j

h

i
i

j d

d
w

∑
== 1  

(4) 

Note that, by using this weighting function, we effectively accomplish the goal 
previously stated, that is, the individual classifier with the smallest distance will get 
the highest weight, while the one with the greatest distance will obtain the lowest 
weight. 

2.4   Static Weighting by Leaving-One-Out Error Estimate 

While the previous methods weight the individual components of a MCS in a dy-
namic manner, the last proposal corresponds to the static category. In this sense, 
weighting will be here performed in the training phase by means of the leaving-one-
out error estimate method. To this end, for each individual classifier Dj, the following 
function ej is defined: 

∑
∈

=
Sx

j xye
m

e ),(
1

 
(5) 

where m denotes the number of patterns in a training sample S, x represents a training 
instance, y is the nearest neighbor of x in S – {x}, and e(y, x) is defined as follows: 

⎩
⎨
⎧ =

=
otherwise1

)()(if0
),(

xLyL
xye  (6) 

where L(x) is the class label of a pattern x, and L(y) indicates the class label of a pat-
tern y.  

By using the error function just introduced, each individual classifier Dj will be 
weighted according to the function in Eq. 7: 
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∑
=

−= h

i
i

j

j

e

m
e

w

1

1  (7) 

Note that this weight is directly related to the amount of errors produced by each 
individual classifier. Thus the classifier with the smallest error will be assigned the 
highest weight, while the one with the greatest error will obtain the lowest weight. 

3   Experimental Results 

The results here reported correspond to the experiments over six real data sets taken 
from the UCI Machine Learning Database Repository [11]. For each data set, the 5-
fold cross-validation error estimate method was employed: 80% of the available pat-
terns were for training purposes and 20% for the test set. 

The integration of the MCS was performed by manipulating the patterns [12] for 
each of the classes, thus obtaining three different individual classifiers with four vari-
ants: 

- Sequential selection [1], [2] (Sel1) 
- Random selection with no replacement [1], [2] (Sel2) 
- Selection with Bagging [13] (Sel3) 
- Selection with Boosting [14] (Sel4) 

The experimental results given in Table 1 correspond to the averages of the general 
accuracy in the fusion, by technique of pattern selection and method of weighting. 
The 1-NN classification accuracy for each entire original TS (i.e., with no combina-
tion) has also been included as the baseline classifier. Analogously, the results for the 
MCS with simple voting (no weighting) are reported for comparison purposes. 

From results in Table 1, some preliminary conclusions can be drawn. First, for all 
data sets there exists at least one classifier fusion technique whose classification accu-
racy is higher than that obtained when using the whole TS (i.e., with no combination). 
Second, comparing the four selection methods, in general Sel1 and Sel4 clearly out-
perform the other two selection approaches (namely, random with no replacement and 
bagging), independent of the voting scheme adopted. On the other hand, focusing on 
sequential selection (Sel1) and boosting (Sel4), the accuracy of Sel1 results superior 
to that of Sel4 in most cases (22 out of 30). 

If we now compare the simple and the weighted voting schemes, we can observe 
that in all data sets, we can find a weighting technique with better results than those of 
the simple majority voting. The Dudani’s weighting outperforms all the other meth-
ods in Liver database. The weighting by index is the best in Cancer and Glass do-
mains. The weighting by averaged distances achieves the highest accuracy in Heart, 
Pima and Vehicle databases. 

Finally, with respect to differences in accuracy between dynamic and static weight-
ing, it has to be especially remarked the fact that results of the static strategy are al-
ways inferior to those of the dynamic approach. As can be seen, although differences 
are not significant, the static weighting does not seem to present any advantage with 
respect to the dynamic weightings. 
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Table 1. Averaged accuracy of different classifier fusion methods. Values in italics indicate the 
best selection method for each voting scheme and each data set. Boldface is used to emphasize 
the highest accuracy for each problem 

  Cancer Heart Liver Pima Glass Vehicle 
Original TS 95.62 58.15 65.22 65.88 70.00 64.24 
Simple voting 
Sel1 96.93 65.19 63.77 68.89 68.00 64.48 
Sel2 66.42 50.37 57.10 59.35 56.50 62.10 
Sel3 72.12 45.19 50.14 60.00 60.50 60.55 
Sel4 94.16 57.78 62.03 70.07 62.50 60.43 
Dudani’s weighting     
Sel1 95.62 58.15 65.51 68.37 70.00 64.24 
Sel2 68.47 52.96 56.23 59.08 67.00 61.02 
Sel3 74.16 47.41 52.17 60.26 65.00 60.91 
Sel4 95.89 58.52 60.87 67.58 66.50 64.24 
Weighting by index     
Sel1 95.91 61.11 62.61 68.24 71.00 64.48 
Sel2 65.84 54.07 53.04 62.09 62.00 62.34 
Sel3 72.41 47.78 49.28 60.92 61.50 60.79 
Sel4 99.27 57.41 59.42 70.07 66.00 62.81 
Weighting by averaged distances   
Sel1 96.50 65.56 65.22 68.37 68.00 64.72 
Sel2 62.04 49.63 57.10 59.08 59.00 59.00 
Sel3 70.80 45.93 50.14 60.26 62.50 63.41 
Sel4 93.58 57.78 62.32 70.85 63.00 61.50 
Static weighting      
Sel1 96.93 65.19 63.77 68.89 68.50 63.65 
Sel2 66.42 50.37 57.10 59.35 56.00 62.93 
Sel3 72.12 45.19 50.14 60.00 60.50 59.84 
Sel4 94.16 59.63 62.03 70.07 63.00 61.03 

4   Conclusions and Future Work 

In a MCS, performance mainly depends on the accuracy of the individual classifiers 
and on the specific way of combining the individual decisions. Correspondingly, it 
results crucial to appropriately handle the combination of decisions in order to attain 
the most accurate system. In the present work, several weighting methods, both from 
the dynamic and static approaches, have been introduced and empirically compared 
with the simple majority voting scheme. 

From the experiments carried out, our study shows that the weighting voting 
clearly outperforms the simple voting procedure, which erroneously assumes the 
uniform performance of the individual components of a MCS. Another issue to re-
mark is that the dynamic weighting is superior to the static strategy, in terms of classi-
fication accuracy. 

At this moment, it has to be admitted that it results difficult enough to propose one 
of the dynamic weightings as the best method. In fact, differences among them are 
more or less significant depending on each particular database. Nevertheless, one can 
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see that the weighting by averaged distances achieves the highest accuracy in 3 out of 
6 problems (50% of the cases), while the weighting by index in 2 out of 6 databases 
(33% of the cases). 

Future work is primarily addressed to investigate other weighting functions applied 
to classifier fusion. For instance, the inverse distance function proposed by Shepard 
[20] could represent a good alternative to other weighted voting schemes with low 
classification accuracy. On the other hand, the results reported in this paper should be 
viewed as a first step towards a more complete understanding of the behavior of the 
weighted voting procedures and consequently, it is still necessary to perform a more 
extensive analysis of the dynamic and static weighting strategies over a larger number 
of synthetic and real problems. 
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Abstract. Kernel-based regularization discriminant analysis (KRDA)
is one of the promising approaches for solving small sample size problem
in face recognition. This paper addresses the problem in regularization
parameter reduction in KRDA. From computational complexity point of
view, our goal is to develop a KRDA algorithm with minimum number of
parameters, in which regularization process can be fully controlled. Along
this line, we have developed a Kernel 1-parameter RDA (K1PRDA) al-
gorithm (W. S. Chen, P C Yuen, J Huang and D. Q. Dai, “Kernel
machine-based one-parameter regularized Fisher discriminant method
for face recognition,” IEEE Transactions on SMC-B, to appear, 2005.).
K1PRDA was developed based on a three-parameter regularization for-
mula. In this paper, we propose another approach to formulate the one-
parameter KRDA (1PRKFD) based on a two-parameter formula. Yale
B database, with pose and illumination variations, is used to compare
the performance of 1PRKFD algorithm, K1PRDA algorithm and other
LDA-based algorithms. Experimental results show that both 1PRKFD
and K1PRDA algorithms outperform the other LDA-based face recogni-
tion algorithms. The performance between 1PRKFD and K1PRDA algo-
rithms are comparable. This concludes that our methodology in deriving
the one-parameter KRDA is stable.

1 Introduction

Among various appearance-based techniques, linear discriminant analysis-based
(LDA) method is one of the promising approaches in face recognition. The first
well-known LDA-based face recognition algorithm is so-called Fisherface [1] de-
veloped in 1997. However, LDA has two major drawbacks for its application
to Pattern Recognition (PR). First, the distributions of face image variations
under different pose and illumination is complex and nonlinear. Therefore, like
other appearance-based methods, the performance of LDA-based method will
degrade under pose and illumination variations. To overcome this drawback,

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 67–74, 2005.
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kernel method is employed. The basic idea is to apply a nonlinear mapping
Φ : x ∈ Rd → Φ(x) ∈ F to the input data vector x in input space Rd and
then to perform the LDA on the mapped feature space F . This method is so-
called Kernel Fisher Discriminant (KFD) [2]. Secondly, many LDA-based algo-
rithms usually suffer from small sample size (S3) problem. Some algorithms,
such as Fisherface [1], Direct LDA [3] and RDA [4, 6] etc, are developed to
solve S3 problem. However, Fisherface and Direct LDA are implemented in the
sub-feature-space, not in the full feature space. So it may lost some useful dis-
criminant information in projection to a subspace. Dai et al. [4] proposed three
parameters regularized method to solve S3 problem. Although this method is
executed in the full sample space, it’s very difficulty to determine three optimal
parameters. We have proposed reducing to three parameters to one parameter
and developed a Kernal 1-parameter RDA (K1PRDA) method [6]. The results
are encouraging. In this paper, we propose and develop another 1-parameter
RKFD (1PKFD)algorithm. However, the starting point is not a 3-parameter
formulation, but a 2-parameter formulation [5]. The optimal parameters (θ, t)
are determined simultaneously by using techniques proposed in [6].

2 Proposed Method

This paper proposes and develops another one parameter regularization KFD
method for face recognition. Details are discussed as follows.

2.1 Some Definitions

Assume the dimensionality of original sample feature space be d and the number
of sample classes be C, the total original sample X = {X1, X2, · · · , XC}, the jth
class Xj contains Nj samples, namely Xj = {xj

1, x
j
2, · · ·x

j
Nj
}, j = 1, 2, · · · , C.

Let N be the total number of original training samples, so N =
∑C

j=1 Nj . Let
nonlinear mapping Φ : x ∈ Rd → Φ(x) ∈ F , where F is the mapped feature
space, denote df =dim F . Let mj = 1

Nj

∑
x∈Xj

Φ(x) be the mean of the mapped

sample class Φ(Xj) and m = 1
N

∑C
j=1

∑
x∈Xj

Φ(x) be the global mean of the
total mapped sample Φ(X). The matrices SΦ

w, SΦ
b are defined respectively as:

SΦ
w =

1
N

C∑
j=1

∑
x∈Xj

(Φ(x) −mj) (Φ(x) −mj)
T
, SΦ

b

=
1
N

C∑
j=1

Nj(mj −m)(mj −m)T

The Fisher index JΦ(w) in F is defined as

JΦ(w) =
wTSΦ

b w

wTSΦ
ww

, w ∈ F. (1)
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2.2 Kernel Fisher Discriminant Analysis (KFDA)

According to Mercer kernel function theory [7], any solution w ∈ F must belong
to the span of all training patterns in F . Hence there exists a group of constants
{w̃l

k}1≤l≤C,1≤k≤Nl
such that w =

∑C
l=1

∑Nl

k=1 w̃
l
kΦ(xl

k). If substituting w into
(1), it yields that the Fisher criterion function in the mapped feature space F
can be written as followings:

JΦ(w̃) =
w̃TPΦw̃

w̃TQΦw̃
(2)

where w̃ = (w̃l
k)1≤l≤C,1≤k≤Nl

∈ RN .
LDA is to solve the problem w̃∗ = argmaxw̃∈F JΦ(w̃), which is equivalent to

solving eigenvalue problem (Q−1
Φ PΦ)W = WΛ, where Λ is a diagonal eigenvalue

matrix with its diagonal elements in decreasing order and W is an eigenvector
matrix. However the matrix QΦ is always singular when S3 problem occurs. In
this case, the traditional LDA method can not be used directly.

2.3 Two Parameters Regularization of QΦ

If all eigenvalues of QΦ are non-zero, the classical LDA method can be applied
directly. In case of S3 problem occurs, LDA method can not be used since QΦ

is singular. In designing the regularized matrix QR
Φ for the singular matrix QΦ,

the criteria as suggested by Krzanowski etc [8] are used in this paper.
Assume QΦ = UQΛQU

T
Q is the eigenvalue decomposition of matrix QΦ. Based

on the results in [4], we define the two-parameter family regularization Qαβ
Φ for

QΦ asQαβ
Φ = UQΛ̂QU

T
Q , where Λ̂Q is a diagonal matrix with its diagonal elements

ξi(i = 1, 2, ...d) given by,

ξi =
{

(λi + α)/M , i = 1, 2, · · · , τ
β, i = τ + 1, · · · , N (3)

where M is a normalization constant and is given by

M =
tr(QΦ) + τα

tr(QΦ)− (N − τ)β
, (4)

where α ≥ 0, β > 0 and (ξτ + α)/M − β ≥ 0. It is easily verified that the
regularized matrix Qαβ

Φ satisfies all the criteria listed in [8].

2.4 Formulating One Parameter Regularization

In this section, we derive the one parameter formulation from the above defined
two parameters regularization.

Denote G=diag(Iτ , 0) ∈ RN×N , Ḡ = IN−G, a = wTQΦw, b = wTUQGU
T
Qw,

c = wTUQḠU
T
Qw, e = b+c = wTw. Then the regularized Fisher index Jαβ

Φ (w) =
wT PΦw

wT Qαβ
Φ

w
, w ∈ RN can be written as



70 Wensheng Chen et al.

Jαβ
Φ (w) =

(tr(QΦ) + τα)wTPΦw

(tr(QΦ)− (N − τ)β) (a + bα) + cβ (tr(QΦ) + τα)
.

Two optimal parameters α,β can be determined by solving equations∇αβJ
αβ
Φ (w)

= 0, where ∇ is a gradient operator, as follows,

α =
tr(QΦ)c− (N − τ)a

bN − eτ
and β =

tr(QΦ)
N − τ

.

On the other hand, we hope that above two parameters α, β can be reduced to
one parameter t and when t tends to zero, the regularized matrix tends to the
original matrix, i.e., α(t) → 0 and β(t) → 0 as t→ 0. So we slightly modify the
above formula as

α(t) =
∣∣∣∣ tr(QΦ)c− (N − τ)a

bN − eτ

∣∣∣∣ · t and β(t) =
tr(QΦ)
N − τ

· t, (0 < t < 1) (5)

2.5 The Proposed 1PRKFD Algorithm

Based on results in sections 2.2 to 2.4, we develop one parameter regularized ker-
nel Fisher discriminant (1PRKFD) algorithm for face recognition in this section.
Details of the algorithm are designed as follows.

Step 1: Give initial value Θ = (θ, t) and w ∈ RN , calculate matrices QΦ, PΦ.
Step 2: Do eigenvalue decomposition QΦ = UQΛQU

T
Q , where

ΛQ = diag(λ1, · · · , λτ , 0, · · · , 0) ∈ RN×N , λ1 > λ2 > · · · > λτ > 0.

Step 3: Calculate α, β defined in (5) and ξi (i = 1, 2, · · · , N) defined in (3).
Step 4: Let Y = Λ̂

−1/2
Q UT

Q , P̂Φ = Y PΦY
T , where Λ̂Q = diag(ξ1, · · · , ξN ),

then do eigenvalue decomposition P̂Φ = V ΛPV
T , where ΛP is a diago-

nal eigenvalue matrix of P̂Φ with its diagonal elements in decreasing order
and V is an eigenvector matrix. Rewrite V = (v1, · · · , vC−1, · · · , vN ) and let
VC−1 = (v1, v2, · · · , vC−1).

Step 5: Calculate matrix AK1PRDA = UQΛ̂
−1/2
Q VC−1. Rewrite AK1PRDA =

[w̃1, w̃2, · · · , w̃C1], where w̃j = (w̃l
jk)1≤l≤C, 1≤k≤Nj ∈ RN ,1 ≤ j ≤ C−1, and

let wj =
∑C

l=1

∑Nl

k=1 w̃
l
jkΦ(xl

k). Therefore the optimal projection matrix
W = [w1, w2, · · · , wC−1].

2.6 Determine the Optimal Parameters

In this section, the conjugate gradient method (CGM) will be exploited to de-
termine the optimal parameters. The detail CGM algorithm is given as follows.
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1. Give initial value Θ1 = (θ1, t1) and w0 ∈ RN , calculate matrices Q(1)
Φ , P

(1)
Φ ,

via proposed 1PRKFD algorithm to get w1.
2. Compute searching direction: S1 = ∇J(Θ1, w1), let Ŝ1 = S1/ ‖S1‖
3. For k ≥ 1, Θk+1 = Θk + ρk · Ŝk, where Ŝk = Sk/ ‖Sk‖, where

Sk = ∇J(Θk, wk) + vk−1 · Sk−1 and

vk−1 = ‖∇J(Θk, wk)‖2 / ‖∇J(Θk−1, wk−1)‖2 .

4. Calculate matrices Q(k+1)
Φ , P

(k+1)
Φ , via 1PRKFD algorithm to obtain wk+1.

If J(Θk+1, wk+1) < J(Θk, wk) then go to step 3 to search the next points.
5. The CGM iterative procedure of conjugate gradient method will terminate

while t < 0 or (ξτ + α)/M − β < 0.

3 Experimental Results

To evaluate the proposed method, an in-depth investigation of the influence
on performance of pose and illumination variations is performed using YaleB
database. we select Gaussian RBF kernel as K(x, y) = exp(−2−1θ2 ‖x− y‖2).

The YaleB database contains 5850 source images of 10 subjects each seen
under 585 viewing conditions (9 poses × 65 illumination conditions). In our ex-
periments, we use images under 45 illumination conditions and these images has
been divided into four subsets according to the angle the light source direction
makes with the camera axis [9].

3.1 Fixed Pose with Illumination Variations

In this part, we will investigate the influence of illumination variations upon
performance of LDA-based face recognition algorithm. Results of fixing the pose
and testing the illumination variations are shown in figure 1a-1b.

For each pose, we randomly select 2 images from each subset for training
(2×4=8 images for training per individual), and all the other images from the
4 subsets are selected for testing (37 images for testing per individual). The
experiments are repeated 10 times and the average accuracies of rank 1 are
recorded and shown in the figure 1a. The mean accuracies of rank 1 to rank 3 of
all poses are shown in figure 1b. In the CGM iterative procedure, the initial values
of parameters are given as: t = 0.005, θ = 0.045, the step length ρ = 0.000125
and w0 = ones(N, 1) ∈ RN .

From the results shown in Figure 1a, we can see that, (i) the proposed method
gives comparable results with K1PRFD [6] and (ii) the performance of our
method outperforms than other four methods under all illumination variations
except that Kernel Direct LDA is slightly better than our method in pose 3.

From the results shown in Figure 1b, it can been seen that the recognition
accuracy of our method increases from 88.92% (rank1) to 94.49%(rank3). The
recognition accuracies of Eigenface [10], Fisherface [1], direct LDA [3], Kernel
direct LDA [11] and K1PRFD [6] are increase from 58.98%, 70.42%, 80.39%,
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Fig. 1. For each pose, randomly select 2 images from each subset for training, and all
the other images from the 4 subsets are selected for testing.

84.86% and 88.37% (rank1) to 79.43%, 88.2%, 90.63%, 94.11% and 94.17%
(rank3) respectively. The results show that the proposed method outperforms
than other five methods as well.

3.2 Both Pose and Illumination Variations

Finally, we will make the training samples include pose and illumination vari-
ations. The initial values of parameters are given as: t = 0.005, θ = 0.045, the
step length ρ = 0.00125 and w0 = ones(N, 1) ∈ RN . The experimental setting
are as follows.

For each pose, we will select 2 images from each illumination subset of 4
subsets in all. This is to say that we will randomly select 720 images (10 persons
× 9 poses × 4 subsets × 2 images) for training. Then the rest images, say 3330
images (10 persons × 9 poses × 37 images), are for testing. The experiments are
repeated 10 times and the average rank1 to rank 3 accuracies are recorded and
shown in the figure 2. From the results shown in Figure 2, it can be seen that
the recognition accuracy of our method increases from 90.90% with rank 1 to
96.13% with rank 3. The results show that (i) the proposed method gives almost
the same results with K1PRFD algorithm (the two curves are almost overlapped
in Figure 2) and (ii) the proposed method outperforms than other five methods.

Finally, we would like to demonstrate the CGM iterative procedure. For fixed
pose 2 with illumination variation case, the CGM starts from the initial values
θ0 = 0.0295, t0 = 0.0039, step length=0.00125 and w0 = ones(N, 1) ∈ RN .
The CGM iterative procedure terminates at the iterative number 7, since the
regularized parameter t7 = −0.0001 < 0. The results show that the rank 1
accuracy increases from 86.49% with θ1 = 0.029, t1 = 0.0027 to 90.27% with
the final optimal parameter values θ6 = 0.0373, t6 = 0.0004. The regularized
parameter θ and the kernel parameter t versus Rank1 accuracy are recorded and
plotted in the left side and right side of Figure 3 respectively.
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Fig. 3. Initial value θ0 = 0.0295, t0 = 0.0039, step length=0.00125 and w0 =
ones(N, 1) ∈ RN . The regularized parameter θ and the kernel parameter t versus
Rank1 accuracy are recorded and plotted in the left side and right side of this figure
respectively.

4 Conclusions

In this paper, a new one-parameter Regularization Kernel Fisher Discriminant
(1PRKFD) is designed and developed based on two parameters regularized for-
mula. We can select optimized regularized parameter t and kernel parameter
θ of RBF kernel function simultaneously for 1PRKFD algorithm by perform-
ing conjugate gradient method (CGM). The results are encouraging on YeleB
face databases. The performance are comparable with our previous developed
K1PRFD method, but it outperforms with the existig LDA-based algorithm on
pose and illumination variation. As the size of Yale B database is a relatively
small, we will evaluate the proposed algorithm with larger databases in near
future.



74 Wensheng Chen et al.

Acknowledgement

This project was supported by the Science Faculty Research grant of Hong
Kong Baptist University RGC Earmarked Research Grant HKBU-2119/03E and
NSFC (60144001, 10101013). The authors would like to thank for Yale University
for contribution of the Yale Group B database.

References

1. P. N. Belhumeur, J. P. Hespanha, and D. J. Kriegman, “Eigenfaces vs. fisherfaces:
Recognition using class specific linear projection,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 19, no. 7, pp. 711–720, 1997.
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Abstract. In this work an automatic assignment tool for estimated in-
dependent components within an independent component analysis is pre-
sented. The algorithm is applied to the problem of removing the water
artifact from 2D NOESY NMR spectra. The algorithm uses local PCA
to approximate the water artifact and defines a suitable cost function
which is optimized using simulated annealing. The blind source separa-
tion of the water artifact from the remaining protein spectrum is done
with the recently developed algorithm dAMUSE.

1 Introduction

Blind Source Separation (BSS) methods consider the separation of observed
sensor signals into their underlying source signals knowing neither these source
signals nor the mixing process. Considering biomedical applications, BSS meth-
ods are especially valuable to remove artifacts from the signals recorded. In
many biomedical applications quite a number of independent components have
to be determined with ICA algorithms and it is not a priori clear how many
components should be assigned to the signals representing the artifacts. This
is especially obvious in 2D NOESY NMR proton spectra of proteins, where a
prominent water artifact distorts the recorded spectra considerably. Recently ar-
tifact removal was considered using BSS techniques based on a generalized eigen-
value decomposition (GEVD) of a matrix pencil [5, 10]. Replacing the GEVD
with the algorithm dAMUSE [8, 9], BSS and denoising can be achieved in one
stroke. The method is very efficient and fast and outperformed FastICA and
SOBI in all cases studied [7]. But, the estimated components related with the
water artifacts had to be assigned by hand. With more than 100 estimated com-
ponents this turns out to become a rather tedious undertaking prone to be biased
by subjective judgements of the assignment criteria.

In this work we propose a local PCA approximation to the free induction
decay (FID) related with the water artifact and to use simulated annealing [3] to
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determine those underlying uncorrelated components, estimated with dAMUSE,
which have to be assigned to the water artifact.

The following section will provide a short summary of the algorithm
dAMUSE [9] and introduces the new algorithm AutoAssign. To illustrate the
proposed method, an application is discussed comprising theoretical 2D NOESY
NMR spectra with added noise and an experimental water resonance added as
well.

2 Theory

2.1 BSS Model

Given N complex sensor signals x(t1,n, t2,l) ≡ xn[l] sampled at L discrete time
instances, they can be arranged in a data matrix XN×L with N rows and L
columns, where the rows of the data matrix correspond to 1D free induction
decays (FIDs) of the 2D NOESY experiment taken at N discrete evolution times
t1,n ≡ [n], n = 1, . . . , N . Blind source separation (BSS) then relies on the
following linear mixing model x[l] = As[l]+ε[l] where l = 0, . . . , L−1 and x[l] =
(x1[l], . . . , xN [l])T designates the observed signals sampled at time instance l, s[l]
the underlying uncorrelated source signals, A the stationary mixing matrix and
ε[l] an additional zero mean white Gaussian noise term which is independent of
the source signals.

2.2 The Algorithm dAMUSE

A generalized eigenvalue decomposition using congruent matrix pencils may be
used to separate water artifacts from 2D NOESY NMR spectra of proteins [6].
It provides the basis for the algorithm dAMUSE [9] used in the following, hence
a short summary of the algorithm will be given.

Matrix Pencils: To solve the BSS problem we rely on second order GEVD tech-
niques using congruent matrix pencils [10, 11]. First a matrix pencil (Rx1,Rx2) is
computed with the sensor signals x[l], i.e. the observed FIDs. The Rxj , j = 1, 2
denote corresponding correlation matrices of zero mean data. A GEVD of the
sensor pencil then provides a solution for the BSS problem [10] and is given by
Rx1E = Rx2EΛ where E represents a unique eigenvector matrix if the diagonal
matrix Λ has distinct eigenvalues λi.

Embedding the Signals in Feature Space: Recently the GEVD using congruent
matrix pencils has been extended to data embedded in a high-dimensional fea-
ture space of delayed coordinates to provide a means to perform BSS and denois-
ing simultaneously [8, 9]. The method uses the concept of a trajectory matrix
borrowed from singular spectral analysis (SSA) [1]. Consider a sensor signal
component xn[l], each row of the trajectory matrix [4] contains delayed ver-
sions xn(l + (M − m)K), where K denotes the delay in number of sampling
intervals between consecutive rows and M gives the dimension of the embed-
ding space. Using a set of L samples and M delayed versions of the signal
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xn[l + (M − m)K], l = 0, . . . , L − 1, m = 0, . . . ,M − 1, the trajectory ma-
trix is given by

(Xe
n) =

⎡⎢⎢⎣
xn[(M − 1)K] xn[1 + (M − 1)K] · · · xn[L − 1]
xn[(M − 2)K] xn[1 + (M − 2)K] · · · xn[L − 1 − K]

...
...

. . .
...

xn[0] xn[1] · · · xn[L − 1 − (M − 1)K]

⎤⎥⎥⎦ (1)

The total trajectory matrix Xe of all N signals is formed by concatenating the
component trajectory matrices Xe

n according to: Xe = [Xe
1X

e
2 . . .X

e
N ]T . After

embedding, the instantaneous mixing model can be written as Xe = AeSe where
Se also represents the source signal trajectory matrix, Ae = An ⊗ IM×M is a
block matrix and IM×M denotes the identity matrix. Then if An is an invertible
matrix, Ae is also invertible as it is the Kronecker product of two invertible
matrices. The sensor pencil can be computed with Rx1 = L−1XXH and Rx2 =
L−1ZZH using the trajectory matrix Xe and a filtered version Ze = XCH with
C a circular convolution matrix andH denoting the Hermitian conjugate [8]. The
sensor pencil is again congruent with a corresponding source pencil, hence the
respective eigenvectors are related by EH

s = EHAe. The linear transformation of
the trajectory matrices then reads Ze = EHXe = EHAeSe = EH

s Se Assuming
that the source signals and their filtered versions are uncorrelated, the matrix
Es is block-diagonal, with block size (M ×M).

Denoising Using the Algorithm dAMUSE: The eigenvalues and eigenvectors of
a matrix pencil can be obtained via standard eigenvalue decompositions (EVD)
applied in two consecutive steps. Considering the pencil (Rx1,Rx2) the following
steps are performed:

– Compute a standard eigenvalue decomposition of the symmetric positive
definite correlation matrix Rx1 = VΛVH , i.e, the eigenvectors (vi) and
eigenvalues (λi) and organize the eigenvalues in descending order (λ1 >
λ2 > . . . > λq . . . > λNM ). For denoising purposes, a variance criterion has
been established to retain only the largest eigenvalues exceeding a threshold
parameter Θ [9].

– The transformation matrix can then be computed using the q largest eigen-
values and respective eigenvectors Q = Λ− 1

2 VH where Q is an q × NM
matrix.

– Compute the matrix R̃ = QRx2QH and its standard eigenvalue decompo-
sition: the eigenvector matrix U and eigenvalue matrix Dx

The eigenvectors of the pencil (Rx1,Rx2) form the columns of the eigenvector
matrix E = QHU = VΛ− 1

2 U which can be used to compute the output signals
as described above.

2.3 The Algorithm AutoAssign

Applying the BSS algorithms above to 2D NOESY NMR spectra to separate the
water artifact and related artifacts from the protein spectra, the most tedious
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task is to assign the uncorrelated components estimated to the water signal.
Because of erratic phase relations, up to 40 estimated components out of 128
or 256 need to be assigned to the water resonance. Hence an automated and
objective assignment procedure deemed necessary.

The idea is to embed the signal in a high-dim feature space of delayed co-
ordinates and to apply a cluster analysis to the columns of the corresponding
trajectory matrix. Within each cluster a local PCA is then performed to obtain
a low-dim approximation to the signals using only the most important principal
components to approximate the signals. The latter are then feed into a suitable
cost function which is optimized with simulated annealing.

Embedding and Local PCA: Consider a signal xn[l] = (xn[l], xn[l+ 1], . . . , xn[l+
(M − 1)])T embedded in an M-dim feature space. Divide the space in k sub-
spaces N (k) using k-means clustering and center the signals in each cluster lo-
cally by subtracting the cluster mean x̄(k)

n = (N k)−1
∑

xn[l]∈Nk xn[l]. Next a
principal component analysis (PCA) is performed on each cluster separately.
Then a local approximation x(k)

n,p[l] =
∑p

j=1 αj [l]wj + x̄(k)
n to the time domain

signal is computed, using only the eigenvectors wj to the p largest eigenvalues
and αj = 〈x(k)

n,p[l]wj〉. This yields the new trajectory matrix X(k)
n,p with entries

x(k)
n,p[l] and M delayed version thereof. The final local approximation 〈x(k)

n,p[l]〉[l]
is obtained by averaging all entries at the same time instance (which lie along
diagonals). Putting together all these local approximations yields the final ap-
proximation to the original signal observed.

As the water signal provides the dominant contribution to each FID observed,
the approximation can be simplified further by retaining only the principal com-
ponent to the largest eigenvalue, i.e. xn,1[l] = α1[l]w1. The approximation thus
contains the contribution from the water signal almost exclusively.

Simulated Annealing: This approximation to the FID related with the water
artifact is then used to define a cost function E(β) =

∑L−1
l=0 (xn,β[l] − xn,1[l])2

to be minimized with simulated annealing [3]. The BSS approximation to the
water signal using the uncorrelated components estimated with the dAMUSE
algorithm is obtained as xn,β[l] =

∑
j βj(A)njsj [l] where a new configuration

β is generated by changing any βj randomly. A configuration is represented by
a vector β which contains as many components βj as there are sources sj. To
each source one element of β is assigned which can take on the values βj ∈ {0, 1}
only. The difference in the values of the cost function for the current and the new
configuration ΔE = E(βn) − E(βn+1) determines the probability of acceptance
of the new configuration in the simulated annealing algorithm according to

P [βn+1]
P [βn]

= min{1, exp
(
− ΔE
kBT

)
} (2)

After convergence, the configuration which best fits to the local PCA approxi-
mation of the water signal is obtained. Nullifying these components deliberately,
the water-artifact-free protein spectrum x̃n can be reconstructed using the re-
maining estimated source signals s̃n via x̃n = As̃n.
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3 Results and Discussion

The algorithms discussed above were applied to an artificial 2D NOESY proton
NMR spectra of proteins dissolved in water. Every data set comprises 512 or
1024 FIDs S(t1, t2) ≡ xn[l], with L = 2048 samples each, which correspond
to N = 128 or N = 256 evolution periods t1 ≡ [n]. To each evolution period
belong four FIDs with different phase modulations, hence only FIDs with equal
phase modulations have been considered for analysis. A BSS analysis, using
the algorithm dAMUSE, was applied to the FIDs collected in the data matrix
X. Filtering was done in the frequency domain for convenience. Hence, all FIDs
have been Fourier transformed with respect to the sampling time t2 to obtain 1D
spectra Ŝ(t1, ω2) ≡ x̂n(ω), 0 < n ≤ 128 or 0 < n ≤ 256. The filtered versions
of the data were obtained by applying a Gaussian filter ĥ(ω) with width σ = 1,
centered near the water resonance, to each row of the data matrix X̂. After
filtering the data have been back-transformed to the time domain to calculate
the corresponding correlation matrices of the pencils. The automatic assignment
of the uncorrelated components, estimated with dAMUSE, which belong to the
water resonance was achieved using the proposed algorithm AutoAssign which
is based on a local PCA and a simulated annealing optimization.

For test purposes, a theoretical 2D NOESY proton NMR spectrum of the
cold-shock protein of the bacterium Thematoga maritima, containing only pro-
tein resonances, was used. The spectrum was obtained through reverse calcula-
tion using the algorithm RELAX [2]. Gaussian white noise with realistic ampli-
tude as well as an experimentally recorded water resonance were added to the
theoretical spectrum (see Fig. 1).

The BSS was done with the algorithm dAMUSE [9] using K = 1. The second
correlation matrix Rx2 of the pencil was computed with the theoretical spec-
trum with added noise taken as the filtered version of the original spectrum.
An approximation of the water artifact dominating the time domain FIDs was
obtained with the local PCA algorithm. As the experimental pure water FID
was available also, both could be compared to access the quality of the approx-
imation. To perform local PCA, each sample of the data was projected into a
M = 40 dimensional feature space and k-means clustering was used to divide
the projected data into k = 2 cluster. Only the largest principal component was
considered to approximate the water signal.

Fig. 2-a) compares the total FID corresponding to the shortest evolution
period with the local PCA approximation (Fig. 2-b)) of the latter. It is imme-
diately obvious that the water artifact dominates the total FID. It is seen that
local PCA provides a very good approximation to the water artifact. This can be
corroborated by subtracting the approximate water FID from the total FID and
transforming the resulting FID into the frequency domain. The resulting pro-
tein spectrum contains only small remnants of the huge water artifact as can be
seen in Fig. 3. The spectra thus obtained will henceforth be called approximated
spectra.

This indicates that it should be possible to use the local PCA approxima-
tion of the water artifact as a reference signal in a cost function to be min-
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Fig. 1. (a) – Theoretical protein spectrum, (b) – Theoretical protein spectrum with
Gaussian noise, (c) – Theoretical spectrum with Gaussian noise and an experimentally
recorded water resonance.

imized with a simulated annealing algorithm. This is confirmed by analyzing
the theoretical protein spectra plus noise plus water artifact (see Fig. 1-c))
with the dAMUSE algorithm to extract the uncorrelated components and us-
ing simulated annealing (SA) to automatically assign those components related
with the water artifact. The SA-algorithm identifies the same 9 components
irrespective whether the experimental water FID or its local PCA approxima-
tion has been used in the cost function. Without denoising, the reconstructed
protein spectrum resembles the original noisy spectrum (Fig. 1-b)) except for
a much enhanced noise level. Calculating the signal-to-noise ratio (SNR) via
SNR(x,xnoise)[dB] = 20 log10

‖x‖
‖x−xnoise‖ where x denotes the theoretical spec-
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Fig. 2. Free Induction Decays (FID) of a) – the total FID of the protein signal plus
additive noise plus an experimental water FID, b) – local PCA approximation of the
total FID.
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Fig. 3. a) – Protein spectrum obtained after subtracting the approximated water FID
from the total FID and Fourier transformation of the difference FID, b) – Reconstructed
protein spectrum obtained with dAMUSE.

trum, xnoise its noisy counterpart, the theoretical spectrum plus gaussian noise
shows a SNR of 24.5dB, whereas the reconstructed protein spectrum only yields
a SNR of 10.1dB. Denoising can be accomplished elegantly with the dAMUSE
algorithm which achieves blind source separation and denoising simultaneously.
The water related components extracted are automatically assigned with the
algorithm AutoAssign using a local PCA approximation to the water artifact.
The optimal number M of delays as well as the optimal size of the time lag
have been determined by the best minimum to the cost function obtained with
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the SA algorithm. A minimum of the cost function has been obtained with us-
ing one time-delayed FID, a lag of one sampling interval and by retaining 158
eigenvectors (out of 2 · 128) after the first step of the algorithm dAMUSE. The
result of the dAMUSE denoising is shown in Fig. 3, the SNR achieved amounts
to SNR = 22.1 dB.
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Abstract. In this paper a new adaptive correlation filter based on synthetic dis-
criminant functions (SDF) for reliable pattern recognition is proposed. The in-
formation about an object to be recognized and false objects as well as back-
ground to be rejected is used in an iterative procedure to design the adaptive 
correlation filter with a given discrimination capability. Computer simulation 
results obtained with the proposed filter in test scenes are compared with those 
of various correlation filters in terms of discrimination capability.  

1   Introduction 

Since the introduction of the matched spatial filter (MSF) [1], many different types of 
filters for pattern recognition based on correlation have been proposed [2-11]. The 
traditional way to design correlation filters is to make filters that optimize different 
criteria. Several performance measures for correlation filters have been proposed and 
summarized in [5]. Some of the measures can be essentially improved using an adap-
tive approach to the filter design. According to this concept we are interested in a 
filter with good performance characteristics for a given observed scene, i.e. with a 
fixed set of patterns or a fixed background to be rejected, rather than to construct a 
filter with average performance parameters over an ensemble of images. 

One of the most important performance criteria in tasks of pattern recognition is 
the discrimination capability, or how well a filter detects and discriminates between 
classes of objects. A theoretical analysis of correlation methods has been made by 
Yaroslavsky [6]. He suggested a filter with minimum probability of anomalous local-
ization errors (false alarms) and called the optimal filter (OF). An important feature 
of the OF is its adaptivity in application to pattern recognition or target detection 
because its frequency response takes into account the power spectrum of wrong ob-
jects or an observed scene background to be rejected. A disadvantage of the OF in 
optical implementation is its extremely low light efficiency. The correlation filter 
with maximal light efficiency is a phase-only filter (POF) [2]. An approximation of 
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the OF by means of phase-only filters with a quantization was made in [7]. There 
approximate filters with high light efficiency and discrimination capability close to 
that of the OF were proposed and investigated. Another fruitful approach to the syn-
thesis of adaptive filters with improved capability to discriminate between similar 
objects was proposed in [10].  

An attractive approach to distortion-invariant pattern recognition is the use of a 
synthetic discriminant function (SDF) filter [3, 4]. The SDF filters use a set of train-
ing images to synthesize a template that yields a prespecified central correlation out-
puts in response to training images. The main shortcoming of the SDF filters is ap-
pearance of sidelobes owing to the lack of control over the whole correlation plane in 
the SDF approach. As a result, the SDF filters often possess a low discrimination 
capability. A partial solution to this problem was suggested [11]. 

In this work, a new adaptive SDF filter algorithm is proposed for elimination of 
sidelobes and improving the discrimination capability. The proposed filter is designed 
to reject sidelobes of an input scene background as well as false objects. In such a 
way we are able to control the whole correlation plane. The performance of the adap-
tive filter in test scenes are compared with those of the MSF, the POF and the OF in 
terms of discrimination capability.  

Section 2 is a review of SDF filters. The design of the adaptive SDF algorithm is 
given in Section 3. Computer simulation results are presented and discussed in Sec-
tion 4. Finally, conclusions of our work are provided in Section 5. 

2   Synthetic Discriminant Functions 

The SDF filter is a linear combination of MSFs for different patterns [3, 4]. The coef-
ficients of the linear combination are chosen to satisfy a set of constraints on the filter 
output, requiring a prespecified value for each of the patterns used in the filter synthe-
sis 

2.1   Intraclass Recognition Problem  

Let ( ){ }  1 2, , , , ...,if x y i N=  be a set of (linearly independent) training images, each 

with d  pixels. The SDF filter function ( ),h x y  can be expressed as a linear combina-

tion of the set of reference images ),( yxfi , i.e. 

∑
=

=
N

i
ii yxfayxh

1

),(),(  (1) 

where ia  are weighting coefficients, which are chosen to satisfy the following condi-

tions: 

ii uhf =�  (2) 

where the symbol �  denotes correlation and iu  is a prespecified value in the correla-

tion output at the origin for each training image.  
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Let R  denote a matrix with N  columns and d  rows (number of pixels in each 
training image), where its ith column is given by the vector version of ),( yxfi . Let a  

and u  represent column vectors of the elements ia and iu , respectively. We can re-

write equations (1) and (2) in matrix-vector notation as follows: 

aRh = , (3) 

hRu += , (4) 

where superscript + means conjugate transpose. By substituting equation (3) into 
equation (4) we obtain 

R)a(Ru += . (5) 

The element ),( ji  of the matrix R)(RS +=  is the value at the origin of the cross-

correlation between the training images ),( yxfi  and ),( yxf j . If the matrix S  is non-

singular, the solution of the equation system is 

uR)(Ra 1−+= , (6) 

and the filter vector is given by 

uR)R(Rh 1−+= . (7) 

An equal correlation peak SDF filter can be used for intraclass distortion-invariant 
pattern recognition, (i.e., recognition of several images obtained from the true class 
objects). This can be done by setting all elements of u  to unity, i.e. 

T]1...11[=u . (8) 

2.2   Multiclass Recognition Problem 

Now assume that there are a distorted version of the reference and various other 
classes of objects to be rejected. For simplicity, we consider two-class recognition 
problem. Thus, we design a filter to recognize training images from one class (called 
the true class) and to reject training images from another class (called the false class). 

Suppose that there are M training images for the false class 
Miyxpi ,...,2,1)},,({ = . According to the SDF approach, the composite image 

),( yxh  is a linear combination of the training images; that is, 

)},(),...,,(),,(),...,,({ 11 yxpyxpyxfyxf MN . The both intraclass recognition and inter-

class discrimination (i.e., discrimination of the true class objects against the false 
class objects) problems can be solved by means of SDF filters. We can set 1=iu  for 

the true class objects and 0=iu  for the false class objects as follows: 

T]0...100...11[=u  (9) 
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Using the filter in (7) for pattern recognition, we expect that the central correlation 
will be close to 1 for the true class objects and it will be close to 0 for the false class 
objects. Obviously the above approach can be extended to any number of classes (in 
theory). Unfortunately, this simple procedure is the lack of control over the whole 
correlation output. This means that sidelobes may appeared anywhere on the correla-
tion plane.  

3   Design of Adaptive SDF Filter 

A new adaptive SDF filter is proposed to recognize objects in high cluttered input 
scenes. We use discrimination capability (DC) for the filter design. The DC for pat-
tern recognition is defined [5, 10] as the ability of a filter to distinguish a target 
among other different objects. If a target is embedded into a background that contains 
false objects, then the DC can be expressed as follows: 

2

2

)0,0(

)0,0(
1

T

B

C

C
DC −=  (10) 

where CB is the maximum in the correlation plane over the background area to be 
rejected, and CT is the maximum in the correlation plane over the area of object to be 
recognized. The area of the object to be recognized is determined in the close vicinity 
of the target location (the size of the area is similar to the size of the target). The 
background area is complementary to the object area. Negative values of the DC 
indicate that a tested filter fails to recognize the target. 

We are interested in a filter that identifies the target with a high discrimination ca-
pability in high cluttered and noisy input scenes. In this case, actually conventional 
correlation filters yield a poor performance because of a low tolerance to noise and 
false details. With help of the adaptive SDF filters a given value of the DC can be 
achieved.  

The algorithm of the filter design requires knowledge of the background image. 
This means that we are looking the target with unknown location in the known input 
scene background. The background can be described either stochastically, for in-
stance, it can be considered as a realization of stochastic process or deterministically, 
that can be a given picture. The first step is to carry out correlation between the back-
ground and a basic filter SDF filter, which is trained only with the target. Next, the 
maximum of the filter output is set as the origin for the next iteration of training. Now 
two-class recognition problem is utilized to design the SDF filter; that is, the true 
class is the target and the false class is the background with the region of support 
equals to that of the target. The described iterative procedure is carried out while a 
given value of the DC is obtained. A block-diagram of the procedure is shown in 
Fig. 1. 

Finally, note that if other objects to be rejected are known, they can be directly in-
cluded in the SDF filter design. 
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Fig. 1. Block diagram of the iterative process to design the adaptive SDF filter. 

4   Computer Simulation 

In this section simulation results obtained with the adaptive SDF filter are presented. 
These results are compared with those of the MSF, the POF and the OF filters. The 
size of all images used in our experiments is 256256 ×  pixels. The signal range is [0-
255]. The size of the butterflies is about 2030× pixels. We use a real background 
shown in Fig. 2 (a) as an input scene. The average and standard deviation of the 
background are 84 and 40, respectively. The target is a butterfly shown in Fig. 2(b). 
The average and the standard deviation over the target area are 35 and 22, respec-
tively. The signal to noise ratio of these signals is 0.0017. 

 

        

Target
mean=35.05

std=21.94

 

 (a) (b) 

Fig. 2. (a) Real background used in experiments, (b) target. 

Figure 3 shows the performance of the adaptive filter in terms of the DC versus the 
iteration number. One can observe that before iteration 2 the DC is negative. After 20 
iterations the obtained adaptive filter yields DC=0.998. All calculations are made 
with real values. This means that a high level of the correlation plane control can be 
achieved for a given input scene.    
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Fig. 3. Performance of the adaptive SDF filter at each iteration. 

      

   (a) (b) 

Fig. 4. Test scenes. (a) target is marked with a white arrow, (b) target is in the lower left corner 
and false butterfly in the upper right corner. 

Next, we test the performance of pattern recognition with the adaptive filter when 
the target is placed into the background at arbitrary coordinates. The input scene is 
shown in Fig. 4 (a). The performance of the MSF, the POF and the OF in terms of the 
DC is given in line 1 of Table 1. Obviously, the proposed filter referred to as A-SDF1 
gives the best performance in terms of the DC. We used 30 statistical trials of our 
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experiment for different positions of the target. With 95% confidence the DC is equal 
to 0.992±0.007. 

Next, we place a false butterfly into the background. The average and standard de-
viation over the false object are 74 and 29, respectively. This scene is shown in 
Fig. 4(b). The adaptive filter design was made taking into account the false butterfly. 
We called the second adaptive filter as A-SDF2. Pattern recognition with the adaptive 
filter when the target is embedded into the background at arbitrary coordinates was 
performed. The input scene is shown in Fig. 4 (b). The performance of the correlation 
filters in terms of the DC is given in line 2 of Table 1. In this case the proposed adap-
tive yields also the best performance in terms of the DC. With 95% confidence the 
DC is equal to 0.985±0.009. 

Figure 5 shows the correlation planes obtained with A-SDF1 and A-SDF2 filters 
for two test scenes; that is, Fig. 5(a) is the filter output with A-SDF1 for Fig. 4 (a) and 
Fig. 5(b) is the filter output with A-SDF2 for Fig. 4 (b). 

 

  
   (a) (b) 

Fig. 5. Correlation distributions obtained with (a) adaptive SDF filter A-SDF1 for the test scene 
in Fig. 4(a), (b) adaptive SDF filter A-SDF2 for the test scene in Fig. 4(b). 

5   Conclusion 

In this paper, new adaptive SDF filters have been proposed to improve recognition of 
a target embedded into a known cluttered background. We compared the performance 
of pattern recognition with various popular correlation filters and the proposed adap-
tive SDF filters in terms of discrimination capability. The computer simulation results 
have shown the superiority of the proposed filters comparing with the MSF, the POF, 
and the OF filters.  

Table 1. Performance of different correlation filters in terms of DC. 

Scene MSF POF OF A-SDF1 A-SDF2 
a -0.988   -0.422 0.626 0.992 - 
b -2.507 -2.995 -1.374 0.633 0.985 
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Abstract. Globally exponential stability of non-autonomous delayed
neural networks is considered in this paper. By utilizing delay differen-
tial inequalities, a new sufficient condition ensuring globally exponential
stability for non-autonomous delayed neural networks is presented. The
condition does not require that the delay function be differentiable or
the coefficients be bounded. Due to this reason, the condition improves
and extends those given in the previous literature.

1 Introduction

Autonomous delayed neural networks(DNNs) have been extensively studied in
the past decade and successfully applied to signal-processing systems, static im-
age treatment, patter recognition, associative memories and to solve nonlinear
algebraic equations. Such applications rely on qualitative properties of stability.
For this reason, the stability of autonomous delayed neural networks have been
deeply studied and many important results on the global asymptotic stability
and global exponential stability of one unique equilibrium point have been pre-
sented, see, for example,[1]-[21] and references cited therein. However, to the best
of our knowledge, few studies have considered dynamics for non-autonomous de-
layed neural networks [22]. In this paper, by using a delay differential inequality,
we discuss the globally exponential stability of non-autonomous delayed neural
networks and obtain a new sufficient condition. We do not require the delay to
be differentiable.

2 Preliminaries

The dynamic behavior of a continuous time non-autonomous delayed neural
networks can be described by the following state equations:

x′i(t) = −ci(t)xi(t) +
n∑

j=1

aij(t)fj(xj(t))

+
n∑

j=1

bij(t)fj(xj(t− τj(t))) + Ii(t).
(1)
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where n corresponds to the number of units in a neural networks; xi(t) corre-
sponds to the state vector at time t; f(x(t)) = [f1(x1(t)), · · · , fn(xn(t))]T ∈ Rn

denotes the activation function of the neurons; A(t) = [aij(t)]n×n is referred
to as the feedback matrix, B(t) = [bij(t)]n×n represents the delayed feedback
matrix, while Ii(t) is a external bias vector at time t, τj(t) is the transmission
delay along the axon of the jth unit and satisfies 0 ≤ τi(t) ≤ τ.

Throughout this paper, we will assume that the real valued functions ci(t) >
0, aij(t), bij(t), Ii(t) are continuous functions. The activation functions fi, i =
1, 2, · · · , n are assumed to satisfy the following conditions (H)

|fi(ξ1)− fi(ξ2)| ≤ Li|ξ1 − ξ2| , ∀ξ1, ξ2.
This type of activation functions is clearly more general than both the usual
sigmoid activation functions and the piecewise linear function (PWL): fi(x) =
1
2 (|x+ 1| − |x− 1|) which is used in [5].

The initial conditions associated with system (1) are of the form

xi(s) = φi(s), s ∈ [−τ, 0], τ = max
1≤i≤n

{τ+
i }

in which φi(s) are continuous for s ∈ [−τ, 0].
Throughout this paper, we denote D+ as the upper right Dini derivative. For

any continuous function f : R → R, the upper right Dini derivative of f(t) is
defined as

D+f(t) = lim
δ→0+

sup
f(t + δ)− f(t)

δ

Lemma 1. [23] Let x(t) be a continuous nonnegative function on t ≥ t0 − τ
satisfying inequality (2) for t ≥ t0.

D+x(t) ≤ −k1(t)x(t) + k2(t)x̄(t) (2)

where x̄(t) = sup
t−τ≤s≤t

{x(s)}. If k1(t) or k2(t) is bounded, and α = inf{t≥t0}

{k1(t)− k2(t)} > 0, then there must exist a positive η > 0 such that

x(t) ≤ x̄(t0) exp{−η(t− t0)} (3)

holds for all t ≥ t0 − τ .

3 Global Exponential Stability Analysis

In this section, we will use the above Lemma to establish the exponential stability
of system (1). Consider two solutions x(t) and z(t) of system (1) for t > 0
corresponding to arbitrary initial values x(s) = φ(s) and z(s) = ϕ(s) for s ∈
[−τ, 0]. Let yi(t) = xi(t)− zi(t), then we have

y′i(t) = −ci(t)yi(t) +
n∑

j=1

aij(t) (fj(xj(t)) − fj(zj(t)))

+
n∑

j=1

bij(t) (fj(xj(t− τj(t))) − fj(zj(t− τj(t))))
(4)
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Set gj(yj(t)) = fj(yj(t) + zj(t)) − fj(zj(t)), one can rewrite Eq.(4) as

y′i(t) = −ci(t)yi(t) +
n∑

j=1

aij(t)gj(yj(t)) +
n∑

j=1

bij(t)gj(yj(t− τj(t))) (5)

Note that the functions fj satisfy the hypothesis (H), that is,

|gi(ξ1)− gi(ξ2)| ≤ Li|ξ1 − ξ2| , ∀ξ1, ξ2.
gi(0) = 0 (6)

From Eq.(5), we can get

D+|yi(t)| ≤ −ci(t)|yi(t)|+
n∑

j=1

Lj |aij(t)||yj(t)|+
n∑

j=1

Lj |bij(t)||ȳj(t)| (7)

Theorem 1. Let

k1(t) = mini

[
ci(t)−

n∑
j=1

αj

αi
Li|aji(t)|

]

k2(t) = maxi

(
n∑

j=1

αj

αi
Li|bji(t)|

) (8)

where αi > 0 is a positive constant. Eq.(1) is globally exponentially stable if

α = inf
t≥t0

{k1(t)− k2(t)} > 0

Proof. Let z(t) =
∑n

i=1 αi|yi(t)|, Calculating the Dini derivative of z(t) along
the solutions of (5), we get

D+z(t) ≤
n∑

i=1

αiD
+|yi(t)|

≤
n∑

i=1

αi

⎡⎣−ci(t)|yi(t)|+
n∑

j=1

Lj |aij(t)||yj(t)|

+
n∑

j=1

Lj|bij(t)||ȳj(t)|

⎤⎦
= −

n∑
i=1

αi

⎡⎣ci(t)− n∑
j=1

αj

αi
Li|aji(t)|

⎤⎦ |yi(t)|

+
n∑

i=1

αi

⎡⎣ n∑
j=1

αj

αi
Li|bji(t)|

⎤⎦ |ȳi(t)|

≤ −k1(t)z(t) + k2(t)z̄(t)
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According to Lemma above, if the condition (3) is satisfied, then we have

αmin

n∑
i=1

|yi(t)| ≤ z(t) =
n∑

i=1

αi|yi(t)|

≤ z̄(t0) exp{−η(t− t0)}

=
n∑

i=1

αi|ȳi(t0)| exp{−η(t− t0)}

≤ αmax

n∑
i=1

|ȳi(t0)| exp{−η(t− t0)}

which implies that
∑n

i=1 |yi(t)| ≤ αmax
αmin

∑n
i=1 |ȳi(t0)| exp{−η(t− t0)}. This com-

pletes the proof.

Remark 1. Note that the criteria obtained here are independent of delay and
the coefficients ci(t), aij(t) and bij(t) may be unbounded.

4 An Illustrative Example

In this section, we will give an example showing the effectiveness of the condition
given here.

Example 1. Consider the following non-autonomous delayed neural networks

x
′
1(t) = −c1(t)x1(t) + a11(t)f(x1(t)) + a12(t)f(x2(t))

+b11(t)f(x1(t− τ1(t))) + b12(t)f(x2(t− τ2(t)))
x

′
2(t) = −c2(t)x2(t) + a21(t)f(x1(t)) + a22(t)f(x2(t))

+b21(t)f(x1(t− τ1(t))) + b22(t)f(x2(t− τ2(t)))

(9)

where the activation function is fi(x) = tanhx. Clearly, fi(x) satisfy hypothesis
(H) above , with L1 = L2 = 1. For model (9), taking

c1(t) = et + 2| sin t|+ 3, c2(t) = | sin t|+ | cos t|+ 3;
a11(t) = et + | sin t|, a12(t) = sin t;
a21(t) = sin t, a22(t) = − cos t;
b11(t) = 1 + sin t, b12(t) = 1− cos t;
b21(t) = 1− sin t, b22(t) = 1 + cos t;

τ1(t) = τ2(t) =
1
2

(|t + 1| − |t− 1|) ;

α1 = α2 = 1,

then we can easily check that

k1(t) = 3; k2(t) = 2
α = inf

t≥t0
{k1(t)− k2(t)} = 1 > 0

Therefore, it follows from Theorem 1 that the system (9) is globally exponentially
stable.



Globally Exponential Stability of Non-autonomous Delayed Neural Networks 95

Remark 2. Since the delay function τ(t) in Eq.(9) is not differentiable, the results
in [3] and in [22] can not be applied to this example. Furthermore, due to the
unboundedness of c1(t) and a11(t), the results in [21] are not applicable for this
example. Hence, the results here improve and extend those established earlier in
[3], [22] and [21].
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Abstract. This paper is concerned with time series of graphs and com-
pares two novel schemes that are able to predict the presence or absence
of nodes in a graph. Our work is motivated by applications in com-
puter network monitoring. However, the proposed prediction methods
are generic and can be used in other applications as well. Experimental
results with graphs derived from real computer networks indicate that a
correct prediction rate of up to 97% can be achieved.

1 Introduction

Time series, or sequence, data are encountered in many applications, such as fi-
nancial engineering, audio and video databases, biological and medical research,
and weather forecast. Consequently, the analysis of time series has become an im-
portant area of research [1]. Particular attention has been paid to problems such
as time series segmentation [2], retrieval of sequences or partial sequences [3], in-
dexing [4], classification of time series [5], detection of frequent subsequences [6],
periodicity detection [7] and prediction [8–10].

Typically a time series is given in terms of symbols, numbers, or vectors [1].
In the current paper we go one step further and consider time series of graphs.
A time series of graphs is a sequence, s = g1, . . . , gn, where each gi is a graph.
In a recent survey it has been pointed out that graphs are a very suitable and
powerful data structure for many operations needed in data mining in intelligent
information processing [11]. As a matter of fact, traditional data structures, such
as sequences of symbols, numbers, or vectors, can all be regarded as a special
case of sequences of graphs.

The work presented in this paper is motivated by one particular application,
which is computer network monitoring. In this application, graphs play an im-
portant role [12]. The basic idea is to represent a computer network by a graph,
where the clients and servers are modeled by nodes and physical connections cor-
respond to edges. If the state of the network is captured at regular points in time
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and represented as a graph, a sequence, or time series, of graphs is obtained that
formally represents the network. Given such a sequence of graphs, abnormal net-
work events can be detected by measuring the dissimilarity, or distance, between
a pair of graphs that represent the network at two consecutive points in time.
Typically an abnormal event manifests itself through a large graph distance [12].

In the current paper we address the problem of recovering incomplete network
knowledge. Due to various reasons it may happen that the state of a network
node or a network link can’t be properly captured during network monitoring.
This means that it is not known whether a certain node or edge is actually
present or not in the graph sequence at a certain point in time. In this paper
we compare two different schemes to recover missing information of this kind.
The first procedure uses context in time, i.e. the past behaviour of a node is
used to decide about its presence or absence in the present graph. By contrast,
the second procedure uses within-graph context, which means that the decision
about the presence or absence of the current node is based on the presence or
absence of other nodes in the same graph. An information recovery procedure as
described in this paper can also be used to predict, at time t, whether a certain
computer in the network or a certain link will be present, i.e. active, at the next
point in time, t+1. Such procedures are useful in computer network monitoring
in situations where one or more network probes have failed. Here the presence, or
absence, of certain nodes and edges is not known. In these instances, the network
management system would be unable to compute an accurate measurement of
network change. The techniques described in this paper can be used to determine
the likely status of this missing data and hence reduce false alarms of abnormal
change. Although the motivation of our work is in computer network monitoring
the methods described in this paper are fairly general and can be applied in
other domains as well.

The rest of this paper is organized as follows. Basic terminology and notation
will be introduced in the next section. Then, in Sections 3 and 4 we will describe
our two novel information recovery and prediction schemes. Experimental results
will be presented in Section 5 and conclusions drawn in Section 6.

2 Basic Concepts and Notation

A labeled graph is a 4-tuple, g = (V,E, α, β), where V is the finite set of nodes,
E ⊆ V × V is the set of edges, α : V → L is the node labeling function, and
β : E → L

′
is the edge labeling function, with L and L

′
being the set of node

and edge labels, respectively. In this paper we focus our attention on a special
class of graphs that are characterized by unique node labels. That is, for any two
nodes, x, y ∈ V , if x �= y then α (x) �= α (y). Properties of this class of graphs
have been studied in [13]. In particular it has been shown that problems such as
graph isomorphism, subgraph isomorphism, maximum common subgraph, and
graph edit distance computation can be solved in time that is only quadratic in
the number of nodes of the larger of the two graphs involved.
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To represent graphs with unique node labels in a convenient way, we drop set
V and define each node in terms of its unique label. Hence a graph with unique
node labels can be represented by a 3-tuple, g = (L,E, β) where L is the set of
node labels occurring in g, E ⊆ L × L is the set of edges, and β : E → L

′
is

the edge labeling function [13]. The terms “node label” and “node” will be used
synonymously in the remainder of this paper.

In this paper we will consider time series of graphs, i.e. graph sequences, s =
g1, g2, . . . , gN . The notation gi = (Li, Ei, βi) will be used to represent individual
graph gi in sequence s; i = 1, . . . , N . Motivated by the computer network analysis
application considered in this paper, we assume the existence of a universal set
of node labels, or nodes, L, from which all node labels that occur in a sequence
s are drawn. That is, Li ⊆ L for i = 1, . . . , N and L =

⋃N
i=1 Li.1

Given a time series of graphs, s = g1, g2, . . . , gN , and its corresponding uni-
versal set of node labels, L, we can represent each graph, gi = (Li, Ei, βi), in
this series as a 3-tuple (γi, δi, β̂i) where

– γi : L → {0, 1} is a mapping that indicates whether node l is present in gi

or not. If l is present in gi, then γi (l) = 1; otherwise γi (l) = 0.2

– δi : L′ × L′ → {0, 1} is a mapping that indicates whether edge (l1, l2) is
present in gi or not; here we choose L′

= {l | γi (l) = 1}, i.e. L′
is the set of

nodes that are actually present in gi.
– β̂i : L′ × L′ → L

′
is a mapping that is defined as follows:

β̂i (e) =
{
βi (e) , if e ∈ {(l1, l2) | δi (l1, l2) = 1}
undefined, otherwise

The definition of β̂i (e) means that each edge e that is present in gi will have
label βi (e). The 3-tuple (γi, δi, β̂i) that is constructed from gi = (Li, Ei, βi) will
be called the characteristic representation of gi, and denoted by χ (gi). Clearly,
for any given graph sequence s = g1, g2, . . . , gN the corresponding sequence
χ (s) = χ (g1) , χ (g2) , . . . , χ (gN ) can be easily constructed and is uniquely de-
fined. Conversely, given χ (s) = χ (g1) , χ (g2) , . . . , χ (gN ) we can uniquely recon-
struct s = g1, g2, . . . , gN .

In the current paper we’ll pay particular attention to graph sequences with
missing information. There are two possible cases of interest. First it may not
be known whether node l is present in graph gi or not. In other words, in χ (gi)
it is not known whether γi (l) = 1 or γi (l) = 0. Secondly, it may not be known
whether edge (l1, l2) is present in gi, which is equivalent to not knowing, in χ (gi),
whether δi (l1, l2) = 1 or δi (l1, l2) = 0. To cope with the problem of missing
information, we extend functions γ and δ in the characteristic representation,
χ (g), of graph g = (L,E, β) by including the special symbol ? in the range of

1 In the computer network analysis application L will be, for example, the set of all
unique IP host addresses in the network. Note that in one particular graph, gi,
usually only a subset is actually present. In general, L may be any finite or infinite
set.

2 One can easily verify that {l | γi (l) = 1} = Li.
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values of each function to indicate the case of missing information. That is, we
write γ (l) =? if it is unknown whether node l is present in g or not.

3 Recovery of Missing Information Using Context in Time

We assume the existence of a reference set, R, of graph subsequences of length M .
The reference set is defined as R = {s1, . . . , sn} where sj = gj,1, . . . , gj,M for j =
1, . . . , n. Each element, sj, of the reference set is a sequence of graphs of length
M . These sequences are used to represent information about the “typical be-
haviour” of the nodes and edges in a graph sequence of length M . This infor-
mation will be used to make a decision as to γt (l) = 0 or γt (l) = 1 whenever
γt (l) =? occurs.

To generate reference set R, we can utilize graph sequence g1, . . . , gt−1. Each
sequence in R is of length M , by definition. Let’s assume that M ≤ t− 1. Then
we can extract all subsequences of length M from sequence g1, . . . , gt−1, and
include them in reference set R. This results in

R = {s1 = g1, . . . , gM ; s2 = g2, . . . , gM+1 ; st−M = gt−M , . . . , gt−1}.
From each sequence, si = gi, . . . , gi+M−1, in set R we can furthermore extract,
for each node l ∈ L, the sequence γi (l) , . . . , γi+M−1 (l). Assume for the mo-
ment that γi (l) , . . . , γi+M−1 (l) ∈ {0, 1}, which means that none of the elements
γi (l) , . . . , γi+M−1 (l) is equal to ?. Then (γi (l) , . . . , γi+M−1 (l)) is a sequence
of binary numbers, 0 or 1, that indicate whether or not node l occurs in a par-
ticular graph in sequence si. Such a sequence of binary numbers will be called
a reference pattern. Obviously (γi (l) , . . . , γi+M−1 (l)) ∈ {0, 1}M . Because there
are 2M different binary sequences of length M , there exist at most 2M different
reference patterns for each node l ∈ L. Note that a particular reference pattern,
x = (x1, . . . , xM ) ∈ {0, 1}M , may have multiple occurrences in set R.

In order to make a decision as to γt (l) = 0 or γt (l) = 1, given γt (l) =?,
the following procedure can be adopted. First, we extract from graph sequence
s = g1, . . . , gt the sequence (γt−M+1 (l) , . . . , γt (l)) where, according to our as-
sumption, γt (l) =?. Assume furthermore that γt−M+1 (l) , . . . , γt (l) ∈ {0, 1},
i.e. none of the elements in sequence (γt−M+1 (l) , . . . , γt (l)), except γt (l), is
equal to ?. Sequence (γt−M+1 (l) , . . . , γt (l)) will be called the query pattern.
Given the query pattern, we retrieve from the reference set, R, all reference pat-
terns x = (x1, . . . , xM ) where x1 = γt−M+1 (l) , x2 = γt−M+2 (l) , . . . , xM−1 =
γt−1 (l). Any reference pattern, x, with this property is called a matching ref-
erence pattern. Clearly, a reference pattern that matches the query pattern is a
sequence of 0’s and 1’s of length M , where the first M − 1 elements are iden-
tical to corresponding elements in the query pattern. The last element in the
query pattern is equal to ?, by definition, while the last element in any matching
reference pattern is either 0 or 1. Let k be the number of reference patterns
that match the query pattern. Furthermore, let k0 be the number of matching
reference patterns with xM = 0, and k1 be the number of matching reference
patterns with xM = 1; note that k = k0 + k1. Now we can apply the following
decision rule:
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γt (l) =
{

0 if k0 > k1

1 if k1 > k0

In case k0 = k1 a random decision is in order. Intuitively, under this decision rule
we consider the history of node l over a time window of length M and retrieve all
cases recorded in set R that match the current history. Then a decision is made
as to γt (l) = 0 or γt (l) = 1, depending on which case occurs more frequently in
the reference set.

This method is based on the assumption that none of the reference patterns
for node l, extracted from set R, contains the symbol ?. For a generalization
where this restriction is no longer imposed neither in the reference nor in the
query patterns, see [14].

4 Recovery of Missing Information
Using Within-Graph Context

In this section we describe another procedure for information recovery that uses
within-graph context, i.e. the presence or absence of a node is determined based
on the presence or absence of other node in the same graph. The proposed
procedure is based on decision trees. For all technical details of decision trees
and decision tree learning see [15]. Our goal is to make a decision as to γt (l) = 0
or γt (l) = 1, given γt (l) =?. Actually, this decision problem can be transformed
into a classification problem as follows. The network at time t, gt, corresponds
to the unknown object to be classified. Network gt is described by means of a
feature vector, x = (x1, . . . , xd), and the decision as to γt (l) = 0 or γt (l) = 1 can
be interpreted as a two-class classification problem, where γt (l) = 0 corresponds
to class Ω0 and γt (l) = 1 corresponds to class Ω1. As features x1, . . . , xd that
represent the unknown object x, i.e. graph gt, one can use, in principle, any
quantity that is extractable from graphs g1, . . . , gt. In this paper we consider
the case where these features are extracted from graph gt exclusively. Assume
that the universal set of node labels is given by L = {l0, l1, . . . , lD}, and assume
furthermore that it is node label l0 for which we want to make a decision as
to γt (l0) = 0 or γt (l0) = 1, given γt (l0) =?. Then we set d = D and use the
D-dimensional binary feature vector (γt (l1) , . . . , γt (lD)) to represent graph gt.
In other words, x = (γt (l1) , . . . , γt (lD)). This feature vector is to be classified
as either belonging to class Ω0 or Ω1. The former case correspond to deciding
γt (l0) = 0, and the latter to γt (l0) = 1. Intuitively, using (γt (l1) , . . . , γt (lD))
as a feature vector for the classification of gt means we make a decision as to
the presence or absence of l0 in gt depending on the presence or absence of all
other nodes from L in gt. The classification procedure actually implemented is
a decision tree [15]. For further details see [14].

5 Experimental Results

The methods described in Sections 3 and 4 of this paper have been implemented
and experimentally evaluated on real network data. For the experiments four
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Table 1. Characterisation of the graph sequences used in the experiments.

S1 S2 S3 S4

Number of graphs in sequence 102 292 202 99

Size of smallest graph in sequence 38 85 15 572

Size of largest graph in sequence 94 154 329 10704

Average size of graphs in sequence 69.7 118.5 103.9 5657.8

time series of graphs, S1, S2, S3 and S4, acquired from existing computer net-
works have been used. Characteristics of these graph sequences are shown in
Table 1, where the size of a graph is defined as the number of its nodes. All four
series represent logical communications on the network. Series S1, S2 and S4

were derived from data collected from a large enterprise data network, while S3

was collected from a wireless LAN used by delegates during the World Congress
for Information Technology (WCIT2002). The nodes in each graph of S1 and S2

represent business domains in the network, while in S3 and S4 they represent
individual IP addresses. Note that all graph sequences are complete, i.e. there
are no missing nodes and edges in these sequences.

To test the ability of the method described in Section 3 it was assumed,
for each graph in a time series, that γ(l) is unknown for each node. Then the
prediction scheme was applied and the percentage of correctly predicted nodes
in each graph of the sequence was determined. In some preliminary experiments
it was found out that the optimal size of the time window is M = 5. Hence this
value was used. In Fig. 1 the percentage of correctly predicted nodes for each
graph of sequence S1 is shown.

To test the method described in Section 4, each time series is divided into two
disjoined sets of graphs. The first set, G1, consists of all graphs gi with index i
being an odd number (i.e. graphs g1, g3, g5, . . .), while the other set, G2, includes
all graphs with an even index i (i.e. graphs g2, g4, . . .). First, set G1 is used as
a training set for decision tree induction and G2 serves as a test set. Then G1

and G2 change their role, i.e. G1 becomes the test and G2 the training set. For
each graph, g, in the test set we count the number of nodes that have been
correctly predicted and divide this number by the total number of nodes in g.
The correct prediction rate obtained with this method is also shown in Fig. 1. We
observe that for both methods the correct prediction rate is typically in the range
of 85% − 95%. This is a remarkably high value taking into consideration that
for a two-class classification problem, such as the one considered here, random
guessing would give us an expected performance of only 50%.

Because of space limitations, we only show the results for sequence S1. How-
ever the results for the other three time series are very similar. A summary of
all our experimental results is provided in Table 2, where the correct prediction
rate is averaged over all graphs in a sequence.
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Fig. 1. Correct prediction rates for sequence S1 obtained with context-in-time and
within-graph context method.

Table 2. Summary of experimental results.

S1 S2 S3 S4

Context in Time (Sec. 3) 92.1 97.2 90.5 95.1

Context within Graph (Sec. 4) 89.5 93.4 96.9 89.4

6 Conclusions

The problem of incomplete knowledge recovery and prediction of the behaviour
of nodes in time series of graphs is studied in this paper. Formally, this task is
formulated as a classification problem where nodes and edges with an unknown
status are to be assigned to one of the classes ’present in’ or ’absent from’
the actual graph. Two different schemes are proposed in order to solve this
classification problem. One of these schemes uses context in time, while the
other is based on context within the actual graph. Both procedures achieve
impressive prediction rates up to about 97% on sequences of graphs derived
from real computer network data. The motivation of this work derives from
the field of computer network monitoring. However the proposed framework for
graph sequence analysis is fairly general and can be applied in other domains as
well.
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Abstract. Motivated by claims to ‘bridge the representational gap be-
tween image and model features’ and by the growing importance of topo-
logical properties we discuss several extensions to dual graph pyramids:
structural simplification should preserve important topological proper-
ties and content abstraction could be guided by an external knowledge
base. We review multilevel graph hierarchies under the special aspect of
their potential for abstraction and grouping.

1 Introduction

Regions as aggregations of primitive pixels play an extremely important role
in nearly every image analysis task. Regional (internal) properties (color, tex-
ture, shape, ...) help to identify them and their external relations (adjacency,
inclusion, similarity of properties,...) are used to build groups of regions having
a particular meaning in a more abstract context. A question is raised in [11]
referring to several research issues: “How do we bridge the representational gap
between image features and coarse model features?” They identify the 1-to-1 cor-
respondence between: salient image features (pixels, edges,...) and salient model
features (generalized cylinders, invariant models,...) as limiting assumption that
makes generic object recognition impossible. It is suggested to bridge and not to
eliminate the representational gap, and to focus efforts on: region segmentation,
perceptual grouping and image abstraction.

Connected components form the bases for most segmentations. The region
adjacency graph (RAG) describes the relations of connected regions. However
not all regions of the RAG have the same importance like a dotted line on white
background. In such cases the more important regions are offten close to each
other but not adjacent and adjacency prevents further grouping. We overcome
this problem by letting more important regions (foreground) grow into the non
important regions (background) until the close regions become adjacent and
can be grouped. We address some of these issues in the context of gradually
generalizing our discrete image data across levels where geometry dominates up
to levels of the hierarchy where topological properties become important.
� Supported by the Austrian Science Foundation under grant FSP-S9103-N04.
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We review the formal definition of abstraction (Sec. 2) and the concept of
dual graphs (Sec. 3) including a ‘natural’ example of vision based on an irregular
sampling. Image pyramids of dual graphs are the main focus of Sec. 4. Abstrac-
tion in multilevel structures can be done either by modifying the contents of a
representational cell or by ‘simplifying’ the structural arrangement of the cells
while major topological properties are preserved (Sec. 5).

2 Visual Abstraction

By definition abstraction extracts essential features and properties while it ne-
glects unnecessary details. Two types of unnecessary details can be distinguished:
redundancies and data of minor importance. Details may not be necessary in dif-
ferent contexts and under different objectives which reflect in different types of
abstraction. In general we distinguish: isolating abstraction: important aspects
of one or more objects are extracted from their original context; generalizing ab-
straction: typical properties of a collection of objects are emphasized and summa-
rized. idealizing abstraction: data are classified into a (finite) set of ideal models,
with parameters approximating the data and with (symbolic) names/notions de-
termining their semantic meaning. These three types of abstraction have strong
associations with well known tasks in cognitive vision: recognition and object
detection tries to isolate the object from the background; perceptual grouping
needs a high degree of generalization; and categorization assigns data to ideal
classes disregarding noise and measurement inaccuracies. In all cases abstraction
drops certain data items which are considered less relevant. Hence the impor-
tance of the data needs to be computed to decide which items to drop during
abstraction. The importance or the relevance of an entity of a (discrete) descrip-
tion must be evaluated with respect to the purpose or the goal of processing.

Multiresolution hierarchies, image pyramids or trees in general posses the
potential for abstraction. We consider the structure of the representation and
the content stored in the representational units separately. In our generaliza-
tion we allow the resolution cell to take other simply connected shapes and to
describe the content by a more complex ‘language’. The first generalization is
a consequent continuation of the observations in [2] to overcome the limited
representational capabilities of rigid regular pyramids. Since irregular structures
reduce the importance of explicitly representing geometry, topological aspects
become relevant.

3 Discrete Representation – Dual Graphs

A digital image is a finite subset of ‘pixels’ of the discrete grid 
Z2. The discretiza-
tion process maps any object of the continuous image into a discrete version if
it is sufficiently large to be captured by the sensors at the sampling points.
Resolution relates the unit distance of the sampling grid with a distance in re-
ality. The properties of the continuous object, i.e. color, texture, shape, as well
as its relations to other (nearby) objects are mapped into the discrete space,
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Fig. 1. a) Partition of pixel set into cells. b) Representation of the cells and their
neighborhood relations (Gk, Gk). c) Pyramid concept, and d) discrete levels.

too. The most primitive discrete representation assigns to each sampling point a
measurement, be it a gray, color or binary value. In order to express the connec-
tivity or other geometric or topological properties, the discrete representation
must be enhanced by a neighborhood relation. In the regular square grid 4-
or 8-neighborhood have the well known problems in conjunction with Jordan’s
curve theorem. The neighborhood of sampling points is represented by a graph.
Although this data structure consumes more memory space it has several ad-
vantages, among which we find the following: the sampling points need not be
arranged in a regular grid; the edges can receive additional attributes too; and
the edges may be determined either automatically or depending on the data.

The problem arising with irregular grids is that there is no implicit neighbor
definition. Usually Voronoi neighbors determine the neighborhood graph. The
neighborhood in irregular grids needs to be represented explicitly. This creates a
new representational entity: the binary relation of an edge in the neighborhood
graph similar to the concept of relations between observational entities in [5].
Together with the fact that a 2D image is embedded in the continuous image
plane, the line segments connecting the end points of edges partition the image
plane into connected faces which are part of the dual graph (Fig. 1a,b).

4 Pyramids

In this section we summarize the concepts developed for building and using
multiresolution pyramids [10, 15] and put the existing approaches into a gen-
eral framework. The focus of the presentation is a representational framework,
its components and the processes that transfer data within the framework. A
pyramid [15] (Fig. 1c,d) describes the contents of an image at multiple levels
of resolution. The base level is a high resolution input image. Successive levels
reduce the size of the data by a constant reduction factor λ > 1.0 while local
reduction windows relate one cell at the reduced level with a set of cells in the
level directly below. Thus local independent (and parallel) processes propagate
information up and down in the pyramid. The contents of a lower resolution
cell is computed by means of a reduction function, the input of which are the
descriptions of the cells in the reduction window.

The number of levels n is limited by λ: n ≤ log(image size)/ log(λ). The
main computational advantage of image pyramids is due to this logarithmic com-
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plexity. We intend to extend the expressive power of these efficient structures by
several generalizations. In order to interpret a derived description at a higher
level, this description should be related to the original input data in the base
of the pyramid. The receptive field (RF) of a given pyramidal cell ci, RF (ci),
collects all cells (pixels) in the base level of which ci is the ancestor.

Content Models and Reduction Functions

In connected component labeling each cell contains a label identifying the mem-
bership of the cell to the class of all those cells having the same label. In this
case the contents of the cells merged during the reduction process can be prop-
agated by simple inheritance: the fused cell ‘inherits’ its label from its children.
In classical gray level pyramids the contents of a cell is a gray value which is
summarized by the mean or a weighted mean of the values in the reduction win-
dow. Such reduction functions have been used in Gaussian pyramids. Laplacian
pyramids [4] and wavelet pyramids [16] identify the loss of information that oc-
curs in the reduced level and store the missing information in the hierarchical
structure where it can be retrieved when the original is reconstructed. These
approaches use one single globally defined model [8] which must be flexible to
adapt its parameters to approximate the data.

In our generalization we would like to go one step further and allow different
models to be used in different resolution cells as there are usually different objects
at different locations of an image. The models could be identified by a name or
a symbol (e.g black, white, isolated etc.) and may be interrelated by semantic
constraints (e.g adjacency etc.), Fig. 4. Simple experiments have been done with
images of line drawings. This research used the experiences gained with a system
for perceptional curve tracing based on regular 2×2/2 curve pyramid [12] and the
chain pyramid [17] in the more flexible framework of graph pyramids. The model
describes symbolically the way in which a curve intersects the discrete segments
of the boundary of a cell and the reduction function consists in the transitive
closure of the symbols collected in the reduction window. The concept works well
in areas where the density of curves is low, although the rigidity of the regular
pyramid causes ambiguities to arise when more curves appear within the same
receptive field. This limitation can be overcome with irregular pyramids [15] in
which we could limit the receptive field of a cell to a single curve.

The content abstraction in this representation has following features:
– models are identified by names1, no parameters were used;
– adjacent models have to be consistent (‘good continuation’);
– only one consistent curve is covered in one receptive field;
– this selection process is governed by a few contraction rules (Fig. 4).

The knowledge about the models and in what configurations they are allowed
to occur needs to be stored in a knowledge base [14]. In order to determine which
are the best possible abstractions, the local configurations at a given level of
the pyramid must be compared with the possibilities of reduction given in the
1 Discrete names: empty cell, line end, crosses edge, junction etc.
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Algorithm 1 – Graph Pyramid.
Input: Attributed graph G.

1: while { further abstraction is possible } do
2: determine contraction kernels (CKs),
3: perform dual graph contraction and simplification of dual graph,
4: apply reduction functions to compute content of new reduced level,
5: end while

Output: Irregular graph pyramid.

knowledge base. This would typically involve matching the local configuration
with the right-hand sides of rules stored in the knowledge base. Such a match may
not always be perfect, one may allow a number of outliers. The match results
in a goodness of match, which can be determined for all local configurations.
The selection can then choose the locally best candidates as contraction kernels
(CKs) and reduce the contents according to the generic models which matched
the local configuration. The goodness of match may also depend on a global
objective function to allow the overall purpose, task or intention to influence the
selection process.

5 Irregular Graph Pyramids

A graph pyramid is a pyramid where each level is a graph G(V,E) consisting of
vertices V and of edges E relating pairs of vertices. In the base level, pixels are
the vertices, and two vertices are related by an edge if the two corresponding
pixels are neighbors. This graph is called the neighborhood graph. The content
of the graph is stored in attributes attached to both vertices and edges. In
order to correctly represent the embedding of the graph in the image plane
we additionally store the dual graph G(V ,E) at each level. Let us denote the
original graph as the primal graph. In general a graph pyramid can be generated
bottom-up [15] (see Alg. 1).

5.1 1st Iteration: Group Connected Components

The 2nd step determines what information in the current top level is important
and what can be dropped. A CK is a (small) sub-tree, the root of which is cho-
sen to survive. Fig. 2a shows the window (G0) and the selected CK N0,1 each
surrounded by an oval. The codes of the vertices are given in Fig. 4. Selection
criteria (code adjacency of Fig. 4 is ‘yes’) in this case contract only edges in-
side connected components except for isolated black vertices (blobs) which are
allowed to merge with their background, so that support of grouping is dis-
tributed over a large receptive field bridging areas of background [6]. All the
edges of the contraction trees are dually contracted [15]. Dual contraction of an
edge e (formally denoted by G/{e}) consists of contracting e and removing the
corresponding dual edge e from the dual graph (formally denoted by G \ {e}).
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a) Neighborhood graph G0 and CK N01 b) G1 and CK N12;

Fig. 2. Broken line.

This preserves duality and the dual graph need not be constructed from the
contracted primal graph G′ at the next level.

Since the contraction of an edge may yield multi-edges and self-loops there is
a simplification step which removes all redundant multi-edges and self-loops (re-
dundant edges). Note that not all such edges can be removed without destroying
the topology of the graph since its removal would corrupt the connectivity! This
can be decided locally by the dual graph since faces of degree two (having the
double-edge as boundary) and faces of degree one (boundary = self-loop) cannot
contain any further elements in its interior, since the original graph is connected.
Since removal and contraction are dual operations, the removal of a self-loop or
of one of the double edges can be done by contracting the corresponding dual
edges in the dual graph. The dual contraction of our example remains a graph
G1 without redundant edges (Fig. 2b).

5.2 New Category: Isolated Blob

Step 3 generates a reduced pair of dual graphs. The content is derived in step 4
from the level below. In our example, reduction is very simple: the surviving
vertex inherits the color of its son. A new category ‘isolated blob’ is introduced
if a black vertex is completely surrounded by white vertices. This new label allows
the RF to grow into its background and, eventually, close the gap to another
isolated blob. In the only case where the CK contains two different labels, the
isolated vertex is always chosen as surviving vertex.

The result of the second dual contraction is shown in Fig. 3. The selection
rules and the reduction function are the same as in the first iteration. The
isolated blob adjacency graph (IBAG) shows that the gaps between the isolated
blobs of the original sampling have been closed and the three surviving isolated
blobs are connected after two iterations. A top-down verification step checks the
reliability of closing the gap. There are lots of useful properties of the resulting
graph pyramids. If the plane graph is transformed into a combinatorial map
the transcribed operations form the combinatorial pyramid [3]. This framework
allowed to link dual graph pyramids with topological maps which extend the
scope to 3D.
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Fig. 3. The two gaps in graph G2.

may contract with 	 
 �	

empty background 	yes no yes

black component 
no yes no

isolated blob �	yes no yes (gap)

Fig. 4. Contraction rules to close gaps.

a) Broken line b) CCA c) IBAG d) RF

Fig. 5. Closing the gaps of a broken line.

6 Experimental Result

Fig. 5 shows an example of closing the gaps of a broken line. Connected com-
ponents analysis (CCA) alone creates self loops. Growing isolated blobs into its
background produces vertices of isolated blobs connected by edges corresponding
to the gaps. Fig. 5d shows the corresponding RF of the isolated blobs, which
represent edgel hypotheses and the neighborhood of isolated vertices a line hy-
pothesis. These hypotheses can be verified for confidence using the hierarchy of
the pyramid. It seems that there are much less concepts working on discrete irreg-
ular grids than on their regular counterparts. How to group connected structures
into an extended RAG has been show before [9]. The many islands of highly split
structures remain isolated in these approaches. We show how to group isolated
blobs or substructures into IBAG if the blobs have a ‘common’ background.

7 Conclusion

We motivated our discussion by the claim to ‘bridge the representational gap’ [11]
and to ‘focus on image abstraction’. We first discussed the basic concepts, vi-
sual abstraction and dual graphs in more detail. We then recalled a pyramidal
approach having the potential to cope also with irregular grids. These pyra-
mids have some useful properties: i) they show the need to use multi-edges and
self-loops to preserve the topology; ii) they allow the combination of primitive
operations at one level (i.e. collected by the CK) and across several levels of
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the pyramid (i.e. equivalent contraction kernels [13]); iii) repeated contraction
converges to specific properties which are preserved during contraction; iv) ter-
mination criteria allow abstraction to be stopped before a certain property is
lost. The new category of an isolated blob allowed to group non adjacent regions
based on proximity.
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Abstract. The recent advances in sketch-based applications and digital-pen pro-
tocols make visual languages useful tools for Human Computer Interaction. Gra-
phical symbols are the core elements of a sketch and, hence a visual language.
Thus, symbol recognition approaches are the basis for visual language parsing.
In this paper we propose an adjacency grammar to represent graphical symbols in
a sketchy framework. Adjacency grammars represent the visual syntax in terms
of adjacency relations between primitives. Graphical symbols may be either dia-
gram components or gestures. An on-line parsing method is also proposed. The
performance of the recognition is evaluated using a benchmarking database of
5000 on-line symbols. Finally, an application framework for sketching architec-
tural floor plans is described.

1 Introduction

The field of Human Computer Interaction (HCI) has new emerging interests concerned
about incorporating tools from affine disciplines towards the modelization of innovative
multimodal interfaces. One of these disciplines are sketching interfaces that combine
pattern recognition and document analysis techniques. A sketch is a line drawing image
consisting of a set of hand drawn strokes drawn by a person using an input framework.
Thus, by sketching or calligraphic interface we designate those applications consisting
in the use of digital-pen inputs for creation or edition of handwritten text, diagrams
or drawings. A digital pen is like a simple ballpoint pen but uses an electronic head
instead of ink. We refer to digital ink the chain of points obtained by a trajectory of a
pen movement during touching a dynamic input device. Devices as PDAs or TabletPCs
incorporate such kind of digital-pen input protocols. Interesting applications of digital-
pen protocols are freehand drawing for early design stages in engineering, biometrics
(signature verification), query by sketch in image database retrieval, or augmenting and
editing documents. Sketching with a pen in HCI is a mode of natural, perceptual, and
direct interaction in which the user has also instant feedback. Informally speaking, a
sketch can be seen as a user-to-computer communication unit formulated as a valid
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sentence of a visual language. A visual language for a diagrammatic notation allows to
combine elements of an alphabet of graphical symbols, i.e. bidimensional patterns, by
means syntactic rules describing valid structural relations among them. According to
that, grammars and parsing are very suitable tools to describe and recognize this type
of patterns. Syntactic pattern recognition methods use formal grammars to describe
bidimensional patterns. To do so, in the literature we can find two major approaches,
namely the use of string grammars as PDL or Plex grammars [1], or grammars that are
inherently bidimensional as web [2] or graph grammars [3–5].

In this work we propose a syntactic graphical symbol recognition approach in a
sketchy framework. A sketchy framework can be classified depending on different cri-
teria: regarding to input modes, it can be off-line or on-line; the information that is
conveying can be text or graphics; and finally the sketched symbols can be used as free-
hand drawings or gestures. In this paper we focus on the category of on-line graphical
sketches, either used as gestures or symbols in freehand drawings. A sketch recognition
system consists of three major stages: primitive extraction, compound object recogni-
tion, and sketch understanding. In our work, primitive extraction consists in the ap-
proximation of on-line strokes by primitives as straight segments and circular arcs;
compound object recognition is the syntactic stage in which symbols belonging to pre-
defined classes are recognized in terms of an adjacency grammar; and finally sketch
understanding applies semantic rules to the symbol instances recognized in the sketch.
Two symbol categories has been defined one designing elements of a freehand drawing,
and the other a set of gestures delete, rotate, etc., used to edit the drawing elements.
Since in both cases the problem consists in recognizing hand made symbols, the syn-
tactic approach proposed in this work is common for both categories.

This paper is organized as follows: in section 2 we first introduce the adjacency
grammar and afterwards the parsing process is described. Section 3 describes an exper-
imental framework in which the proposed approach has been incorporated. Finally in
section 4 we present the conclusions.

2 Recognition Process

Sketch understanding involves the recognition of graphical symbols that have a mean-
ing in the context where they appear. We can distinguish two major symbol categories:
freehand drawings or gestures. One symbol depending on whether it is drawn in one
of such categories can have different meaning. Thus, in the former symbols are ele-
ments of a diagram vocabulary, and in the latter symbols have associated actions to
modify the diagram. However, the recognition can be formulated in terms of a common
method. Different kinds of grammars have been used in pattern recognition. In graphics
recognition a grammar allows the definition of a symbol by means of a set of primi-
tives and relations among them. In an on-line framework different users do not draw
the same symbol or gesture in the same way. Therefore the recognition method should
be unconstrained to the order of strokes. A particular class of grammars are Adjacency
Grammars[6]. Since its order free nature, they are suitable to model the sketching be-
haviour, whilst classical grammars seem more unnatural due to the sequential organiza-
tion of their production elements.
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2.1 Adjacency Grammars

Adjacency grammars have been used in many disciplines to define symbols. Accor-
ding to the notation of [6] an adjacency grammar is formally defined as a 5-tuple G =
(Vt, Vn, S, P, C) where:

– Vt denotes the alphabet of terminal symbols.
– Vn denotes the alphabet of non-terminal symbols.
– S ∈ Vn is the start symbol of the grammar.
– C is the set of constraints applied to the elements of the grammar.
– P are the productions of the grammar defined as:

α→ {β1, . . . , βn} ifΓ (β1, . . . , βn)

where: α ∈ Vn and all the βj ∈ {Vt ∪ Vn}, constitute a possibly empty multiset of
terminal and non-terminal symbols. Γ is an adjacency constraint defined over the
attributes of the βj .

The symbols βj can appear in any order, for example, in the following production:
α → {μ, ν, σ} ∈ P we consider all 6 possible permutations of μ, ν, σ as equally valid
substitutions for α.

An example of a symbol can be seen in Fig. 1(a), the strokes forming the symbol
can be seen in Fig. 1(b) and Fig. 1(c) shows the production that defines the rules to
combine the strokes to form the symbol. Notice that this gesture has two strokes of type
segment and the adjacency constraint between the strokes is of type Intersects.

STROKE 1 STROKE 2

DELETE� {stroke1,stroke2}

Intersects(stroke1,stroke2)

(a)Gesture Delete (b)Strokes (c)Production

Fig. 1. Example of Gesture.

SYMBOL 46 SYMBOL 40 SYMBOL 33 CHAIR SYMBOL 47 PLUG SWITCH

SYMBOL 27 SYMBOL 50 CLOSET TABLE SYMBOL 41
TELEPHONE

PLUG
LIGHTPOINT

Fig. 2. Graphical symbols in an architectural domain.

In our grammar we can distinguish two levels: lexical, referring to the primitives
extracted from the strokes forming the diagram, and syntactic that refers to the symbols
and gestures. Let us now further describe these two levels.
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SYMBOLS

QUAD�{segment1,segment2,segment3,segment4}

adjacent(segment1,segment2) & adjacent(segment2,segment3) &

adjacent(segment3,segment4) & closes{segment4,segment1,segment2,segment3)

& perpendicular(segment1,segment2) & perpendicular(segment3,segment4) &

parallel(segment1,segment3) & parallel(segment2,segment4)

TRIANGLE� {segment1,segment2,segment3}

adjacent(segment1,segment2) & adjacent(segment2,segment3)

& closes(segment3,segment1,segment2)

TABLE� {QUAD}

CHAIR� {QUAD,segment1}

Contains(QUAD,segment1) & parallel(segment1,QUAD)

CLOSET� {QUAD,segment1,segment2}

Contains(QUAD,segment1) & Contains(Quad,segment2) &

Intersects(segment1,segment2)

SYMBOL33�{QUAD,arc} Contains(QUAD,arc) & closed(arc)

LIGHTPOINT� {segment1,segment2,arc}

Contains(segment1,segment2,arc) & Intersects(segment1,segment2)

PLUG� {arc,segment} Incident(segment,arc) & !close(arc)

TELEPHONEPLUG� {arc,segment1,segment2} Incident(segment1,segment2)

& Perpendicular(segment1,segment2) & Contains(arc,segment1) &

Contains(arc,segment2) & close(arc).

SWITCH� {arc,segment1,segment2} Adjacent(segment1,segment2) &

Perpendicular(segment1,segment2) & Incident(segment2,arc)

& close(arc).

SYMBOL46� {TRIANGLE,segment1} Contains(TRIANGLE,segment1).

SYMBOL47� {SYMBOL46,arc} Contains(arc,SYMBOL46).

SYMBOL50� {QUAD,arc} Incident(arc,QUAD).

SYMBOL40� {arc1,arc2,arc3} Incident(arc1,arc2) & Incident(arc3,arc2)

& close(arc2).

SYMBOL41� {SYMBOL40, arc1,arc2} Incident(arc1,SYMBOL40) &

Incident(arc2,SYMBOL40).

SYMBOL27� {arc,segment1,segment2,segment3,segment4}

Incident(segment1,arc) & Incident(segment2,arc) & Incident(segment3,arc)

& Incident(segment4,arc).

GESTURES
SELECT� {arc} Close(arc).

UNDO� {arc} !Close(arc)

DELETE� {segment1,segment2} Intersects(segment1,segment2).

MOVE� {segment}.

ROTATE� {arc1,arc2} Intersects(arc1,arc2).

Fig. 3. The adjacency grammar for gestures and diagram symbols in an architecture framework.

2.2 Lexical Level

This level extracts the primitive elements compounding the sketch. Primitives constitute
the terminal alphabet of the grammar and they encode the strokes introduced to the
system with a digital pen. It is important to distinguish between stroke and primitive.
A stroke is a trajectory of a pen movement during touching a dynamic input device. A
stroke is the minimal unit of user input, represented by a chain of points. A primitive
refers to a simple shape that encodes either a substroke or a multistroke. Therefore, a
primitive is the minimal semantic unit, i.e. a lexical token. Different alphabets of pri-
mitives can be used to encode strokes. Useful examples are polygonal approximations,
dominant curvature points, or basic geometric shapes (squares, triangles, circles).

In this work, strokes are approximated by two types of primitives, namely segment
and arc, i.e. Vt = {segment, arc}1. Since a stroke is a sequence of points, primitive
extraction is formulated in terms of a vectorization process. A number of performant
vectorization methods can be found in the literature, for a recent review see [7]. We will
refer to this process as on-line vectorization because dynamic information is also used.
A classical vectorization approach adjusts analytical parameters of segments and arcs
in terms of a minimum-error procedure regarding to static information of image pixels.

1 For the sake of clarity we refer as segment1. . . segmentn the different instances of the stroke
segment.
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Dynamic information like pressure or speed changes in the pen movement is useful
to detect corner points to divide the stroke. Given a stroke, our on-line vectorization
method consists of two steps. First, corner points are detected using a combination
of static and dynamic information, following the idea proposed in [8]. Thus, we look
for points along the stroke having maximum curvature and minimum speed. The se-
cond step, approximates each substroke between consecutive corner points by a straight
segment or a circular arc in terms of a best fit criterion between the analytical primitive
and the sequence of stroke points.

2.3 Syntactic Level

The syntactic level recognizes graphical symbols by applying a parsing process driven
by an adjacency grammar. It refers to the symbols and gestures forming the diagram.

Adjacency Grammar to Define Graphical Symbols. An adjacency grammar defines
all the symbols and gestures in our framework. Symbols and gestures are formed by
tokens. Grammatical productions specify the structure of a symbol, specifying which
tokens are forming a symbol and the relations among them.

Following the definition explained above of an adjacency grammar our grammar is
defined as a 5-tuple G = (Vt, Vn, S, P, C) where:

– Vt = {segment, arc} (See section 2.2).
– Vn = {QUAD, TRIANGLE, TABLE, CHAIR, CLOSET, SYMBOL33, LIGHTPOINT,

PLUG, TELEPHONEPLUG, SWITCH, SYMBOL46, SYMBOL47, SYMBOL50,
SYMBOL40, SYMBOL41, SYMBOL27, SELECT, UNDO, DELETE, MOVE, RO-
TATE}. According to the entire grammar shown in Fig. 3, a non-terminal symbol
represents a graphical symbol or a compounding part.

– C = {Incident, Adjacent, Intersects, Perpendicular, Parallel, Contains}. See Fig.
4 for a graphical explanation of such constraints.

– P are the productions of the grammar defined as: name → {elements1,. . . ,
elementsn}, constraint1& . . .&constraintn
Where name ∈ Vn, {elements1,. . . ,elementsn} ∈ {Vn ∪ Vt},
and {constraint1, . . . , constraintn} ∈ C. See Fig. 3

In Fig.5, we can see an example of a grammar describing a symbol. With a grammar
we can define a symbol directly as the composition of tokens or terminal symbols, or
using the decomposition of its parts and defining other non-terminal symbols as a part
of the main symbol. As it can be seen in Fig. 5(c), the symbol telephone-plug can
be defined in two possible ways. One employing all the tokens forming the symbol.

(a)Incident (b)Adjacent (c)Intersects (d)Perpendicular (e) Parallel (f)Contains

Fig. 4. Examples of constraints.
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STROKE 1
STROKE 2

STROKE 3

TELEPHONEPLUG� {arc, segment1, segment2}
Incident(segment1,segment2) & perpendicular(segment1,segment2)
& Contains(arc,segment1) & Contains(arc,segment2).

T� {segment1, segment2}
Incident(segment1,segment2) & perpendicular(segment1,segment2)
TELEPHONEPLUG� {arc, T} Contains(arc, T).

(a)Symbol (b)Strokes (c)Production

Fig. 5. Symbol Telephone-Plug (a)Symbol (b)Strokes (c)Productions.

The other using the non-terminal symbol T in the definition of the final symbol. Our
grammar to represent symbols can be seen in Fig. 3.

Parsing Process to Recognize Graphical Symbols. Given a sketched symbol, it is
recognized by a parsing process guided by the adjacency grammar describing valid
symbol classes. There exists several references in the literature of bottom-up parsers
for visual languages [9, 10]. These parsers construct the parse tree from the leaves,
corresponding to the input primitives, to the root, consisting in the start symbol. In our
language, the parser is bottom up and is based on precedences between rules.

The parser process works as follows. Given a set of input tokens, it connects them
together with a common root corresponding to a one non-terminal symbol.

Once primitives have been detected in the lexical level a parse tree is hierarchically
constructed by iteratively apply the grammar productions from right to left. First, a set
of primitives are grouped if their kind and constraints matches the right hand part of a
production. Then the left hand symbol is synthesized. This process is iteratively applied
until the starting symbol is reached. Tracing the parse tree from the leaves to the root
the recognized graphical symbols are identified and also its structure.

The success of the recognition process depends on the good specification of the
grammatical rules, and the set of constraints that has been defined.

3 Experimental Results

To test the grammar we have used the CVC online database of symbols2. This database
is formed by 50 models drawn by 21 persons each, divided into two groups, drawing
each person an average of ten instances for 25 symbols. So it results in a database
of about 5000 sketched symbols. The acquisition has been done with a digital pen &
paper protocol using Logitech io Pen [11]. The purpose of the database is to obtain an
important set of symbols that allows to test some different pattern recognition problems.
In our case as application framework, we use this database on a sketching architectural
application. This project converts a sketched floor plan to a CAD representation consis-
ting of building elements. We have three different kinds of symbols: structures, furniture
and utilities. The input of the system can be done by means of a scanner device or a
digital pen device. The application also allows the option of interact with the system
adding new symbols or by means of gestures. In Fig.6(a), we can see the sketchy input

2 this database can be obtained contacting the authors of the paper.
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of the system, as it can be seen the symbols have distortion, that it makes difficult its
recognition. Figure 6(b) shows the output after the recognition process. In Fig. 6(c) and
Fig. 6(d), we can see how the user interacts with the system by means of a gesture,
rotate, and the result of the recognition of the gesture respectively. More details on this
application framework can be found in [12].

The performance of our grammar has been tested with the on-line instances of the
database. One of the difficulties of these instances is that since they are on-line, we
have to take into account a range of tolerance to allow inherent distortion of strokes. In
Fig.6(a) we can see a sketch drawn in these framework. Some results of the recognition
of symbols with the grammar are shown in the following table:

Table 1. Results with the online database.

SYMBOL3 SYMBOL5 SYMBOL55 SYMBOL57 SYMBOL33 SYMBOL51 SYMBOL52 SYMBOL46 SYMBOL47 SYMBOL27

PERSON1 100 91 100 82 82 100 80 100 91 100

PERSON2 91 100 100 91 100 100 91 100 100 100

PERSON3 100 100 100 100 85 91 45 100 64 64

PERSON4 100 93 87 73 53 100 27 100 100 36

PERSON5 100 100 100 87 73 100 83 91 100 64

PERSON6 91 82 91 55 45 100 100 91 82 82

BY SYMBOL 97.1 94.6 96.2 83.3 72.4 98.7 74.1 97 89.4 74.2

TOTAL 87.7

We have chosen instances of the online database from 6 people and apply a gram-
mar that contains the definition of this 10 symbols. The values in the ceils of table1
refer to the success ratio per person in any symbol. The total number of instances is
approximately 700 instances. As it can be seen not all the symbols have the same per-
centage of success and not the same person have the percentage on all the symbols.
This is related that there are constraints that are more sensitive to distortion than others.
For example, perpendicular and parallel constraint are more sensitive to distortion than
adjacent or intersects. As said in section 2 the success of the grammar is related to a
good specification of the symbols and their constraints.

4 Conclusions

In this paper we have presented an adjacency grammar for on-line parsing diagram-like
sketches in digital pen frameworks. The presented approach follows the classical stages
of a sketching interface: primitive approximation of input strokes, graphical symbol
recognition and interpretation. Two types of symbols have been considered diagram
symbols and gestures. Both are called graphical symbols and are formed by line and arc
segments. The primitive approximation step extracts from input strokes the set of lines
and arc segments considered primitives or tokens. The graphical symbol recognition
process parse these tokens using an adjacency grammar which takes into account the
possible distortions due to the hand-drawn design.
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(a)Original (b)Recognized (c)Gesture Rotate (d)Recognized

Fig. 6. Sketching an architectural floor plan.

The performance of the approach have been evaluated using a database of more than
700 on-line sketched symbols getting an average recognition rate of 87.7%. In addition
to qualitatively illustrate our work an application to sketch architectural floor plans has
been shown.
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Graph Clustering Using Heat Content Invariants
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Abstract. In this paper, we investigate the use of invariants derived
from the heat kernel as a means of clustering graphs. We turn to the heat-
content, i.e. the sum of the elements of the heat kernel. The heat content
can be expanded as a polynomial in time, and the co-efficients of the poly-
nomial are known to be permutation invariants. We demonstrate how the
polynomial co-efficients can be computed from the Laplacian eigensys-
tem. Graph-clustering is performed by applying principal components
analysis to vectors constructed from the polynomial co-efficients. We ex-
periment with the resulting algorithm on the COIL database, where it
is demonstrated to outperform the use of Laplacian eigenvalues.

1 Introduction

One of the problems that arises in the manipulation of large amounts of graph
data is that of embedding graphs in a low dimensional space so that standard
machine learning techniques can be used to perform tasks such as clustering.
One way of realise this goal is to embed the nodes of a graph on a manifold
and to use the geometry of the manifold as a means of characterising the graph.
In the mathematics literature, there is a considerable body of work aimed at
understanding how graphs can be embedded in manifolds [7]. Broadly speaking
there are three ways in which the problem has been addressed. First, the graph
can be interpolated by a surface whose genus is determined by the number of
nodes, edges and faces of the graph. Second, the graph can be interpolated by a
hyperbolic surface which has the same pattern of geodesic (internode) distances
as the graph [1]. Third, a manifold can be constructed whose triangulation is
the simplicial complex of the graph [12]. A review of methods for efficiently
computing distance via embedding is presented in the recent paper of Hjaltason
and Samet [5].

The spectrum of the Laplacian matrix has been widely studied in spectral
graph theory [4] and has proved to be a versatile mathematical tool that can
be put to many practical applications including routing [2], clustering [9] and
graph-matching [11]. One of the most important properties of the Laplacian
spectrum is its close relationship with the heat equation. The heat equation
can be used to specify the flow of information with time across a network or a
manifold [10]. According to the heat-equation the time derivative of the kernel is
determined by the graph Laplacian. The solution to the heat equation is obtained
by exponentiating the Laplacian eigensystem over time. Because the heat kernel
encapsulates the way in which information flows through the edges of the graph

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 123–130, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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over time, it is closely related to the path length distribution on the graph.
The graph can be viewed as residing on a manifold whose pattern of geodesic
distances is characterised by the heat kernel. For short times the heat kernel is
determined by the local connectivity or topology of the graph as captured by the
Laplacian, while for long-times the solution gauges the global geometry of the
manifold on which the graph resides. In a recent paper [13], we have exploited
this property and have used heat-kernel embedding for the purposes of graph
clustering.

There are a number of different invariants that can be computed from the
heat-kernel. Asymptotically for small time, the trace of the heat kernel [4] (or
the sum of the Laplacian eigenvalues exponentiated with time) can be expanded
as a rational polynomial in time, and the co-efficients of the leading terms in
the series are directly related to the geometry of the manifold. For instance, the
leading co-efficient is the volume of the manifold, the second co-efficient is related
to the Euler characteristic, and the third co-efficient to the Ricci curvature. The
zeta-function (i.e. the sum of the eigenvalues raised to a non-integer power) for
the Laplacian also contains geometric information. For instance its derivative
at the origin is related to the torsion tensor for the manifold. Finally, Colin
de Verdiere has shown how to compute geodesic invariants from the Laplacian
spectrum [3].

In a recent paper McDonald and Meyers [8] have shown that the heat-content
of the heat-kernel is a permutation invariant. The heat content is the sum of the
entries of the heat kernel over the nodes of the graph, which may be expanded as
a polynomial in time. It is closely related to thre trace of the heat kernel, which
is also known to be an invariant. In this paper we show how the co-efficients can
be related to the eigenvalues and eigenvectors of the Laplacian. The resulting co-
efficients are demonstrated to to outperform the Laplacian spectrum as a means
of characterising graph-structure for the purposes of clustering.

2 Heat Kernels on Graphs

In this section, we review the how the heat-kernel is related to the Laplacian
eigensystem. To commence, suppose that the graph under study is denoted by
G = (V,E) where V is the set of nodes and E ⊆ V ×V is the set of edges. Since
we wish to adopt a graph-spectral approach we introduce the adjacency matrix
A for the graph where the elements are

A(u, v) =
{

1 if (u, v) ∈ E
0 otherwise

(1)

We also construct the diagonal degree matrix D, whose elements are given by
D(u, u) =

∑
v∈V A(u, v). From the degree matrix and the adjacency matrix we

construct the Laplacian matrix L = D − A, i.e. the degree matrix minus the
adjacency matrix. The normalised Laplacian is given by L̂ = D− 1

2LD− 1
2 . The

spectral decomposition of the normalised Laplacian matrix is
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L̂ = ΦΛΦT =
|V |∑
i=1

λiφiφ
T
i (2)

where Λ = diag(λ1, λ2, ..., λ|V |) is the diagonal matrix with the ordered eigen-
values (0 = λ1 < λ2 ≤ λ3...) as elements and Φ = (φ1|φ2|....|φ|V |) is the matrix
with the correspondingly ordered eigenvectors as columns. Since L̂ is symmetric
and positive semi-definite, the eigenvalues of the normalised Laplacian are all
positive. The eigenvector φ2 associated with the smallest non-zero eigenvalue λ2

is referred to as the Fiedler-vector. We are interested in the heat equation asso-
ciated with the Laplacian, i.e. ∂ht

∂t = −L̂ht, where ht is the heat kernel and t is
time. The heat kernel can hence be viewed as describing the flow of information
across the edges of the graph with time. The rate of flow is determined by the
Laplacian of the graph. The heat kernel, i.e. the solution to the heat equation,
is a |V | × |V | matrix found by exponentiating the Laplacian eigenspectrum, i.e.
ht = Φ exp[−Λt]ΦT . For the nodes u and v of the graph G the resulting element
is

ht(u, v) =
|V |∑
i=1

exp[−λit]φi(u)φi(v) (3)

When t tends to zero, then ht � I − L̂t, i.e. the kernel depends on the local
connectivity structure or topology of the graph. If, on the other hand, t is large,
then ht � exp[−tλ2]φ2φ

T
2 , where λ2 is the smallest non-zero eigenvalue and φ2 is

the associated eigenvector, i.e. the Fiedler vector. Hence, the large time behavior
is governed by the global structure of the graph.

It is interesting to note that the heat kernel is also related to the path length
distribution on the graph. If Pk(u, v) is the number of paths of length k between
nodes u and v then

ht(u, v) = exp[−t]
|V |2∑
k=1

Pk(u, v)
tk

k!
(4)

Hence, the heat kernel takes the form of a sum of Poisson distributions over
the path-length with time as the parameter. The weights associated with the
different components are determined by the associated path-length frequency
in the graph. As the path-length k becomes large, the Poisson distributions
approach a Gaussian, with mean k and variance k.

The path-length distribution is itself related to the eigenspectrum of the
Laplacian. By equating the derivatives of the spectral and path-length forms of
the heat kernel it is straightforward to show that

Pk(u, v) =
|V |∑
i=1

(1 − λi)kφi(u)φi(v) (5)

The geodesic distance between nodes can be found by searching for the smallest
value of k for which Pk(u, v) is non zero, i.e. dG(u, v) = floorkPk(u, v).
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3 Invariants of the Heat-Kernel

It is well known that the trace of the heat-kernel is invariant to permutations.
It is determined by the Laplacian eigenvalues and is given by

Z(t) =
N∑

i=1

exp[−λit] (6)

To provide an illustration of the potential utility of the trace-formula, in Figure
1 we show four small graphs with rather different topologies. Figure 2 shows
the trace of the heat kernel as a function of t for the different graphs. From the
plot it is clear that the curves are distinct and could form the basis of a useful
representation to distinguish graphs. For instance, the more bi-partite the graph
the more stongly peaked the trace of the heat-kernel at the origin. This is due
to the fact the spectal gap, i.e. the size of λ2, determines the rate of decay of
the trace with time, and this in turn is a measure of the degree of separation of
the graph into strongly connected subgraphs or “clusters”.
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Fig. 1. Four graphs used for heat-kernel trace analysis.
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Four graphs’ trace formula vs the t variable

square graph
pentagon graph
Simple dumbbell graph
Complex dumbbell graph

Fig. 2. Heat kernel trace as a function of t for four simple graphs.

Unfortunately, the trace of the heat kernel is limitted use for characterising
graphs since for each value of time, it provides only a single scaler attribute.
Hence, it must either be sampled with time or a fixed time value selected. How-
ever, in a recent paper McDonald and Meyers [8] have shown that the heat-
content of the heat-kernel is also an invariant. The heat content is the sum of
the entries of the heat kernel over the nodes of the graph and is given by
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Q(t) =
∑
u∈V

∑
v∈V

ht(u, v) =
∑
u∈V

∑
v∈V

|V |∑
k=1

exp[−λkt]φk(u)φk(v) (7)

The heat-content can be expanded as a polynomial in time, i.e.

Q(t) =
∞∑

m=0

qmt
m (8)

By equating the derivatives of the spectral and polynomial forms of the heat
content at t = 0, the co-efficients are given by

qm =
|V |∑
i=1

∑
u∈V

∑
v∈V

(−λi)m

m!
φi(u)φi(v) (9)

In this paper, we will explore the use of the polynomial co-efficients for the
purposes of graph-clustering. To do this we construct a vector B = (q0, ...., q5)T

from the first six co-efficients of the heat-content polynomial To compare our
method with a standard spectral representation we also explore the use of the
vector of leading Laplacian eigenvalues B = (λ2, λ2, ....λ7)T as a feature-vector.

4 Principal Components Analysis

Our aim is to construct a pattern-space for a set of graphs with pattern vec-
tors Bk, k = 1,M , extracted using heat-content co-efficients. There are a num-
ber of ways in which the graph pattern vectors can be analysed. Here, for the
sake of simplicity, we use principal components analysis (PCA). We commence
by constructing the matrix S = [B1|B2| . . . |Bk| . . . |BM ] with the graph fea-
ture vectors as columns. Next, we compute the covariance matrix for the ele-
ments of the feature vectors by taking the matrix product C = SST . We ex-
tract the principal components directions by performing the eigendecomposition
C =

∑M
i=1 liuiu

T
i on the covariance matrix C, where the li are the eigenval-

ues and the ui are the eigenvectors. We use the first s leading eigenvectors (3
in practice for visualisation purposes) to represent the graphs extracted from
the images. The co-ordinate system of the eigenspace is spanned by the s or-
thogonal vectors U = (u1,u2, ..,us). The individual graphs represented by the
vectors Bk, k = 1, 2, . . . ,M can be projected onto this eigenspace using the for-
mula Bk = UT Bk. Hence each graph Gk is represented by an s-component
vector Bk in the eigenspace.

5 Experiments

We have applied our embedding method to images from the COIL data-base.
The data-base contains views of 3D objects under controlled viewer and lighting
conditions. For each object in the data-base there are 72 equally spaced views,



128 Bai Xiao and Edwin R. Hancock

1

2 3

4

5

6

7

8

9

10

11

12

1314

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

1
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99
100

101

1

2

3
4

5

6

7 8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

2526

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

1

2
3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19
20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139
140

141

142
143

1

2 3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20 21

22

23
24

25

26

27

28

29

30

31

1

2 3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20 21

22

23
24

25

26

27

28

29

30

31

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20 21
22

23

24

25
26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42
43

44

45

46

47

48
49

50

51

52

53
54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

Fig. 3. Eight objects with their Delaunay graphs overlayed.

which are obtained as the camera circumscribes the object. We study the images
from eight example objects. A sample view of each object is shown in Figure
3. For each image of each object we extract feature points using the method
of [6]. We have extracted graphs from the images by computing the Voronoi
tessellations of the feature-points, and constructing the region adjacency graph,
i.e. the Delaunay triangulation, of the Voronoi regions. Our embedding procedure
has been applied to the resulting graph structures.
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Fig. 4. Heat content as a function of t for 18 COIL graphs.

To commence, we show the heat-content as a function of t for six views of the
the second, fifth and seventh objects from the COIL database shown above. From
Figure 4 it is clear that objects of the same class trace out curves that are close
together. To take this study further, in Figure 5 we plot the six co-efficients
q0, q1, q2, q3, q4 and q5 separately as a function of the view number for the
eight objects selected from the COIL data-base. The co-efficients are relatively
stable with viewpoint. In the left-hand panel of Figure 6 we show the result of
performing PCA on the vectors of polynomial co-efficients. For comparison, the
right-hand panel in Figure 6 shows the corresponding result when we apply PCA
to the vector of leading eigenvalues of the Laplacian matrixB = (λ2, λ3, ...., λ7)T

as the components of a feature vector instead. The main qualitative feature is
that the different views of the ten objects are more overlapped than when the
heat-content polynomial co-effients are used.
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Fig. 5. Individual heat-content co-efficients as a function of view number.
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Fig. 6. Applying PCA to the heat-content differential co-efficients (left) and Laplacian
spectrum (right).

To investigate the behavior of the two methods in a more quantitative way,
we have computed the Rand index for the different objects. The Rand index is
defined as RI = C

C+W where C is the number of ”agreements” and W is the
number of ”disagreements” in cluster assignment. The index is hence the fraction
of views of a particular class that are closer to an object of the same class than
to one of another class. For the heat-content co-efficients, the Rand index is 0.88
while for the Laplacian eigenvalues it is 0.58.
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6 Conclusion and Future Work

In this paper we have explored how the use of heat-content can lead to a series
of invariants that can be used for the purposes of clustering. There are clearly
a number of ways in which the work reported in this paper can be extended.
These include the use of features which have a direct geometrical meaning such
as the Euler characteristic, the torsion of the mean and Gaussian curvatures of
the manifold.
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Procedure TreeSearch(G,F,f,g*,vi,df,fopt)  
Input parameters: G and F: An AG and a SORG 
f: Optimal path (labelling) from the root to the current node 
g*: Minimum value from the root to the current node 
vi: Current AG vertex to be matched 
Let W be a sequence of wj of F ordered by C

1(vi,wj) 
For  each vertex wj in W  not used yet in f or  wΦ  do 
K:=Branch-Evaluation-Function(G,F,f,vi,wj)  
h:=Bound-Estimate-Function(G,F,fU{f(vi)=wj}) 
l:=g*+K+h ;   {Heuristic  function of l*} 
    If l<df then {partial cost < best distance} 
        If I<n then   {some vertex still not matched} 
          TreeSearch(G,F, fU{f(vi)=wj},g*+K,vi+1,df,fopt) 
        Else  {all AG vertices have been matched} 
               df:=l; 
     fopt:=fU{f(vi)=wj}        
End-procedure 
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for Graph-Based Image Classifiers

Bertrand Le Saux and Horst Bunke

Institut für Informatik und Angewandte Mathematik,
University of Bern, Neubrückstrasse, 10, CH-3012, Bern, Switzerland

{lesaux,bunke}@iam.unibe.ch

Abstract. The interpretation of natural scenes, generally so obvious
and effortless for humans, still remains a challenge in computer vision.
We propose in this article to design binary classifiers capable to recog-
nise some generic image categories. Images are represented by graphs of
regions and we define a graph edit distance to measure the dissimilarity
between them. Furthermore a feature selection step is used to pick in the
image the most meaningful regions for a given category and thus have a
compact and appropriate graph representation.

1 Introduction

How can one construct computer programmes in order to understand the content
of scenes? Such programmes would satisfy needs in image retrieval and computer
vision, and could possibly be applied to a wide range of areas, including security,
digital libraries and web searching. We propose in this article to design binary
classifiers capable to recognise some generic image categories.

Previously, image classification has been performed by using directly support
vector machines on image histograms [1] or hidden Markov models on multi-
resolution features [2]. These methods do not take into account that human
description of an image content is rarely global but often specific to an image
part. To include local information, attributed relational graphs [3] and image
blocks [4] were proposed. Such approaches rely on the ability of the classifiers
to distinguish between complex features, so they are prone to over-fit when the
concept to learn has a large variance.

Our approach segments images into regions and index each image by a graph
of regions. For a given type of scene, only image parts that are meaningful in that
case are selected in order to make easier the task of the classifiers. This allows
to define an efficient comparison scheme between the graphs that represent the
images.

This paper is organised as follows. In Sect. 2, we explain how to describe the
images and how to select the meaningful regions. The graph matching procedure
and the classification process are described in Sect. 3. Finally, we present some
experiments and discuss their results in Sect. 4.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 147–154, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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(a) (b) (c)

Fig. 1. The original image (a) is first segmented (b), and then we keep only the regions
(c) the type of which has a large mutual information with the scene to predict. When
indexing this image with respect to the countryside label, the sky and the buildings
are considered as non-informative and are discarded.

2 Image Representation

2.1 From Images to Regions

Images are first segmented into regions by using the mean shift algorithm [5].
This is a simple non-parametric technique for maximisation of the probability
density. It basically performs a density gradient ascent.

To perform colour segmentation, the mean shift procedure is applied at var-
ious start locations, then the obtained high density colours are mapped to the
image plane to keep only those belonging to large enough regions. Typically,
this technique gives results as shown on Fig. 1: there are less than 10 regions
per image, that are not necessarily connected but correspond more or less to the
main semantic areas since colour is an important visual cue for generic images.

2.2 Feature Selection

Region Lexicon. The region lexicon consists of a list of the region types that
occur in an image data set. Such a data set is built by gathering various generic
images. Once they are segmented, these images are assumed to provide a good
representation of the possible image regions that occur in the real world.

We cluster this data set of image regions using techniques previously proposed
to find clusters of visually similar images in image databases [6] and based on
fuzzy clustering methods [7]. The resulting clusters contain visually similar image
regions and thus define implicitly a region type. Each of them is included in the
region lexicon.

Selection of Meaningful Regions. For a segmented image, we can determine
the type of each region simply by computing the distance (based on the region
descriptor) to the cluster centroids and choosing the closest one. Let I denote
the set of images, and X a random variable on I standing for the distribution of
images. We can build a set of features F = {f1, . . . , fN} which are mappings from
I → {0, 1}. In the experiments those features are indicators of the presence - or
absence - of a given region type in the image. We denote F1 = f1(X), . . . , Fp =
fp(X) the boolean random variables associated with those features.
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In order to understand which region types are meaningful to recognise a
concept, a filtering phase based on feature selection [8] is applied as in [9]. The
most standard ways to select features consist in ranking them according to their
individual predictive power, that may be estimated by mutual information [10].

Information theory [11] provides tools to assess the available features. The
entropy measures the average number of bits required to encode the value of
a random variable. For instance, if we denote Y a boolean random variable
standing for the class to predict (i.e. the concept to associate with the image),
its entropy is H(Y ) = −

∑
y P (Y = y) log(P (Y = y)). The conditional entropy

H(Y |Fj) = H(Y, Fj)−H(Fj) quantifies the number of bits required to describe
Y when the feature Fj is already known. The mutual information of the class
and the feature quantifies how much information is shared between them and is
defined by:

I(Y, Fj) = H(Y )−H(Y |Fj) (1)
= H(Y ) +H(Fj)−H(Y, Fj)

The features fj are ranked according to the information I(Y, Fj) they convey
about the class to predict, and those with the largest mutual information are
chosen. In the image, we keep only the regions that have a region type among
the selected ones (cf. Fig. 1). They are the most meaningful ones to recognise
the concept.

2.3 From Regions to Graphs

Definition 1. A graph G is a 4-tuple G = (V,E, μ, ν) where

– V is the set of vertices;
– E ⊆ V × V is the set of edges;
– μ : V → LV is a function assigning labels to the vertices;
– ν : E → LE is a function assigning labels to the edges.

Two different alternatives to represent images by a graph are investigated
in this paper. In either case, each region constitutes a vertex of the graph. The
vertex labels are the colour histograms that characterise the corresponding re-
gion. In the first type of graph representation, only vertices corresponding to
adjacent regions (i.e. with at least one point of contact) are linked by an edge,
with no label. In the second graph representation, all vertices are linked to all
the other ones, with a label defined proportionally to the common boundary
length (CBL). Both types of graphs are undirected.

3 Image Classification

Classification of images implies to be able to measure the similarity between
the graphs representing the images. Moreover in the case of images, data are
usually corrupted by noise and strongly depend on illumination conditions. Error
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correcting methods for graph matching have been proposed to cope with these
problems. Among them, the graph edit distance is particularly popular. It defines
a set of possible edit operations and assigns a cost to each of them. The distance
of two graphs is then the minimum cost of all sequences of edit operations that
transform a graph into the other. To compute the graph edit distance, we use
the A∗ algorithm [12] as described for graph matching in [13]. A look-ahead
procedure [14] is used to speed up the matching process. Last, a k-Nearest-
Neighbour (k-NN) classifier is used to classify the images. Next sections describe
the edit operations and their associated cost.

3.1 Graph Edit Operations

Let p be a mapping between the vertices of two graphs G1 = (V1, E1, μ1, ν1)
and G2 = (V2, E2, μ2, ν2). We assume that G1 and G2 are such that Card(V1) ≤
Card(V2). This mapping consists of elementary mappings (v, w), v ∈ V1 and
w ∈ V2 such that each vertex is used only once. The $ element denotes a missing
vertex in graphG2. For each couple (v, w) in p, the possible vertex edit operations
are defined as follows:

– vertex label substitution: if w �= $ the mapping implies the substitution of
μ1(v) by μ2(w).

– vertex deletion: if w = $, it implies the deletion of v from G1.

For each pair of elementary mappings (v, w) and (v′, w′) in p, the possible
edge edit operations are defined as follows:

– edge label substitution: if ∃ an edge e1 = (v, v′) ∈ E1 and an edge e2 =
(w,w′) ∈ E2, the mapping implies the substitution of edge label ν1(v, v′) by
ν2(w,w′).

– edge deletion: if ∃ an edge e1 = (v, v′) ∈ E1 and there is no edge (w,w′) ∈ E2,
it implies the deletion of e1 from E1.

– edge insertion: if there is no edge (v, v′) ∈ E1 but ∃ an edge e2 = (w,w′) ∈
E2, then e1 = (v, v′) has to be inserted in E1.

3.2 Graph Edit Costs

Different sets of graph edit costs are defined for the two graph representations
of images defined in Sect. 2.3. In both cases, the vertices convey the visual
information about the image regions, so the vertex edit operations have the
same cost:

Definition 2. Vertex edit costs for both graph representations:

– vertex label substitution: the cost of the substitution of μ1(v) by μ2(w) is the
Euclidean distance between the labels (i.e. the colour histograms of the image
regions): c(μ1(v) → μ2(w)) = ||μ1(v)− μ2(w)||2.

– vertex deletion: to make the deletion easier on large graphs than on small
ones: c(v → $) = 1

Card(V1)
.
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In the first graph representation, graphs have only edges corresponding to
adjacent regions and the corresponding costs are defined as:

Definition 3. Edge edit costs for set #1:

– edge label substitution: by definition there is a perfect match so there is no
cost: c(ν1(e1)→ ν2(e2)) = 0.

– edge deletion: to take into account the size of the graph and have comparable
costs: c(e1 → $) = 1

Card(V1)
.

– edge insertion: by symmetry: c($ → e1) = 1
Card(V1) .

A second way to define the edges is based on the the common boundary
length (CBL) of two regions. The edge label could be defined as the CBL itself,
or a normalised value based on the CBL, for example max( CBL

BLreg1
, CBL

BLreg2
) or

avg( CBL
BLreg1

, CBL
BLreg2

) where BLregi is the boundary length of region i. For such
graphs, since there exist edges between all pairs of vertices, there is no need
anymore for edge deletion or insertion operations:

Definition 4. Edge edit costs for set #2.

– edge label substitution: for any pair of edges e1 and e2,

c(ν1(e1) → ν2(e2)) = ||ν1(e1)− ν2(e2)||2

4 Experiments

4.1 Data Set

The data set is composed of 200 images collected from the web. Four classes
contain instances of a particular scene type: snowy, countryside, streets and
people. A fifth one consists of various generic images aimed to catch a glimpse
of the possible real scenes and thus used as negative samples for the classifiers.
In the experiments, training categories of 30 instances are extracted randomly
from the data set and error rates are averaged on 25 runs. Some examples are
shown in Fig. 2.

4.2 Graph Matching Classification

The edit cost sets proposed in Sect. 3.2 are compared in Table 1. The quality
of the considered set of edit costs depends on the complexity of the underlying
scenes. For class snowy which is rather easy to recognise, the second set of edit
costs is superior to the first one. However, for class people which is rather difficult,
the situation is just the opposite. Since we intend to build some generic classifiers
able to recognise different types of scenes, they have to satisfy an overall criterion
including both the smallest average error and the smallest standard deviation.
The last graph representation has the best test error rate on average, but shows
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countryside people streets

Fig. 2. The meaningful regions correspond to the region types that have a high mutual
information with the label to predict. The upper row shows the original images and
the lower row shows only the meaningful regions in these images.

Table 1. Error rates for various keywords: comparison of various edit cost sets.

keyword edit cost set #1 edit cost set #2 edit cost set #2
(ν = CBL) (ν = max(CBL

BL1
, CBL

BL2
))

training error test error training error test error training error test error
snowy 8.4 % 11.4 % 9.4 % 8.2 % 9.1 % 7.9 %
country 14.5 % 16.3 % 16.5 % 15.8 % 15.4 % 14.4 %
people 12.8 % 15.6 % 19.1 % 20.9 % 17.5 % 19.4 %
streets 14.6 % 17.3 % 16.9 % 16.0 % 17.3 % 15.3 %

mean 15.15 % 15.22 % 13.75 %
deviation 2.25 % 4.54 % 4.15 %

large disparities between scenes. We observe that edge labels based on the simple
adjacency between the regions result in the best overall performance.

Figure 3-a illustrates the influence of the number of neighbours in the clas-
sifier on the test error rate. For the complex scenes, the graphs indicate there
exists an optimal value (around 15 neighbours). This is less obvious on simpler
scenes like country, for which error rates are rather constant, with a slight trend
to increase with the number of neighbours. The number of neighbours is then
set to 15 for the complex scenes and 5 for the simple ones.

4.3 Influence of the Feature Selection

For each type of scene, the feature selection allows to pick out the meaningful
parts of the image. Figure 2 shows the selected regions are consistent with what
can be expected intuitively. The influence of the proportion of selected features
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Fig. 3. (a) The number of neighbours has more influence on the complex scenes for
which an optimal value can be found with roughly 15 neighbours. (b) A feature selection
rate between a third and a half of the features allows to obtain the best error rates.

on the test error rate is presented in Fig. 3-b. The graphs show that lower error
rates can be obtained by selecting roughly between a third and a half of the
region types: the optimal values are then chosen as a tuning reference for each
concept. Table 2 compares the error rates with and without region selection:
performance is improved for each category.

Table 2. Influence of the feature selection on the error rates.

keyword with all regions with region selection
training error test error training error test error

snowy 8.4 % 11.4 % 11.1 % 10.9 %
country 14.5 % 16.3 % 14.5 % 12.4 %
people 12.8 % 15.6 % 12.7 % 10.4 %
streets 14.6 % 17.3 % 17.1 % 14.6 %

Table 3 compiles the computing times of the graph matching process and the
image classification task (performed on a computer with a 800 MHz processor)
for various proportions of selected features. Since the algorithm complexity is ex-
ponential with the number of vertices, feature selection appears as an intelligent
way to greatly speed up the process.

Table 3. Influence of the feature selection on the computational costs.

nodes graph distance classif.
all features 5.6 74.8 ms 7659.1 ms
66% features 3.9 5.1 ms 497.0 ms
50% features 3.0 1.6 ms 117.8 ms
33% features 2.3 0.3 ms 47.6 ms
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5 Conclusion

In this article we have presented a new approach for image classification, which
is based on a graph representation of the images. The classifier is a k-Nearest-
Neighbour algorithm and uses a graph edit distance for which we have evaluated
different sets of edit costs to find the most appropriate one for image analysis.

Furthermore, we have shown that a region selection by maximisation of the
mutual information between the region types and the class to predict greatly im-
proves the recognition rates while reducing the complexity of the graph matching.
This allows the classifier to offer competitive computing times.

Other existing methods in the literature stress different features in the image.
For instance [1] or [9] lead to more or less comparable results, but what is more,
our method performs better on the type of scenes that are difficult for them.
Further work will investigate how our approach can be combined with these
ones to achieve a better overall performance.
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Abstract. The aim in this paper is to show how the problem of learning the
class-structure and modes of structural variation in sets of graphs can be solved
by converting the graphs to strings. We commence by showing how the problem
of converting graphs to strings, or seriation, can be solved using semi-definite
programming (SDP). This is a convex optimisation procedure that has recently
found widespread use in computer vision for problems including image segmen-
tation and relaxation labelling. We detail the representation needed to cast the
graph-seriation problem in a matrix setting so that it can be solved using SDP. We
show how the strings delivered by our method can be used for graph-clustering
and the construction of graph eigenspaces.

1 Introduction

The problem of placing the nodes of a graph in a serial order is an important prac-
tical problem that has proved to be theoretically difficult. The task is one of practi-
cal importance since it is central to problems such as network routing, the analysis
of protein structure and the visualisation or drawing of graphs. Moreover, and of cen-
tral importance to this paper, if the nodes of graphs can be placed in a serial order
then conventional machine learning methods may be applied to them. Theoretically, the
problem is a challenging one since the problem of locating optimal paths on graphs is
one that is thought to be NP-hard [8]. The problem is known under a number of dif-
ferent names including “the minimum linear arrangement problem” (MLA) [10] and
“graph-seriation”[5].

Stated formally, the problem is that of finding a permutation of the nodes of a graph
that satisfies constraints provided by the edges of the graph. The recovery of the permu-
tation order can be posed as an optimisation problem. It has been shown that when the
cost-function is harmonic, then an approximate solution is given by the Fiedler vector
of the Laplacian matrix for the graph under study [5]. Thus, the solution to the seriation
problem is closely akin to that of finding a steady state random walk on the graph, since
this too is determined by the Laplacian spectrum. However, the harmonic function does
not necessarily guarantee that the nodes are arranged in an order that maximally pre-
serves edge connectivity constraints. In a recent paper, Robles-Kelly and Hancock [1]
have reformulated the problem as that of recovering the node permutation order subject
to edge connectivity constraints, and have provided an approximate spectral solution to
the problem.

Although spectral methods are elegant and convenient, they are only guaranteed to
locate solutions that are locally optimal. Recently, semidefinite programming (SDP) [7]
has been developed as an alternative method for locating optimal solutions couched
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in terms of a matrix representation. Broadly speaking, the advantage of the method is
that it has improved convexity properties, and is less likely to locate a local optimum.
The method has been applied to a number of graph-based problems in pattern recogni-
tion including graph partitioning [3], segmentation [4] and the subgraph isomorphism
problem [2].

The aim in this paper is hence to investigate whether SDP can be applied to the
graph-seriation problem and whether the resulting strings can be used for machine
learning. We commence by illustrating how the cost-function can be encoded in a ma-
trix form to which SDP can be applied. With this representation to hand, then standard
SDP methods can be applied to extract the optimal serial ordering. To do this we lift
the cost function to a higher-dimensional space. Here the optimization problem is re-
laxed to one of convex optimization, and the solution recovered by using a small set
of random hyperplanes. We explore how the resulting strings delivered by the seriation
method can be used for the purposes of learning the class structure (i.e. graph cluster-
ing) and determining the modes of structural variation present for graphs of a particular
class.

2 Graph Seriation

We are concerned with the undirected graph G = (V,E) with node index-set V and
edge-set E =⊆ V ×V . The adjacency matrix A for the graph is the V ×V matrix with
elements

A(i, j) =
{

1 if(i, j) ∈ E
0 otherwise

(1)

The graph seriation problem has been formally posed as one of optimisation in the work
of Atkins et al [5]. Formally, the problem can be stated as finding a path sequence for
the nodes in the graph using a permutation π which will minimize the penalty function

g(π) =
|V |∑
i=1

|V |∑
j=1

A(i, j)(π(i)− π(j))2 (2)

Since the task of minimizing g is NP-hard due to the discrete nature of the permutation,
a relaxed solution is sought using a function h of continuous variables xi. The relaxed
problem can be posed as seeking the solution of the constrained optmisation problem
x = arg minx∗ h(x∗) where h(x) =

∑
(i,j) f(i, j)(xi − xj)2 subject to the constraints∑

i xi = 0 and
∑

i x
2
i = 1. Using graph-spectral methods, Atkins and his coworkers

showed that the solution to the above problem can be obtained from the Laplacian ma-
trix of the graph. The Laplacian matrix is defined to be LA = DA − A where DA is
a diagonal matrix with di,i =

∑n
j=1 Ai,j . The solution to the relaxed seriation prob-

lem is given by the Fiedler vector, i.e. the vector associated with the smallest non-zero
eigenvalue of LA. The required serial ordering is found by sorting the elements of the
Fiedler vector into rank-order. Recently, Robles-Kelly and Hancock [1] have extended
the graph seriation problem by adding edge connectivity constraints. The graph seri-
ation problem is restated as that of minimising the cost-function
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hE(x) =
|V |−1∑
i=1

|V |∑
k=1

(A(i, k) +A(i+ 1, k))x2
k (3)

By introducing the matrix

Ω =

⎡⎢⎢⎢⎢⎢⎣
1 0 0 0 · · · 0 0
0 2 0 0 · · · 0 0
...
0 0 0 0 · · · 2 0
0 0 0 0 · · · 0 1

⎤⎥⎥⎥⎥⎥⎦
the path connectivity requirement is made more explicit. The minimiser of hE(x) sat-
isfies the condition

λ = argmin
x∗

x∗TΩAx∗
x∗TΩx∗

(4)

Although elegant and convenient, spectral methods are only guaranteed to find a
locally optimal solution to the problem. For this reason in this paper we turn to the
more general method of semidefinite programming to locate an optimal solution which
utilizes the convexity properties of the matrix representation.

3 Semidefinite Programming

Semidefinite programming (SDP) is an area of intense current topical interest in opti-
mization. Generally speaking, the technique is one of convex optimisation that is ef-
ficient since it uses interior-point methods. The method has been applied to a variety
of optimisation tasks in combinatorial optimization, matrix completion and dual La-
grangian relaxation on quadratic models. Semidefinite programming is essentially an
extension of ordinary linear programming, where the vector variables are replaced by
matrix variables and the nonnegativity elementwise constraints are replaced by posi-
tive semidefiniteness. The standard form for the primal problem is: X = arg minX∗

traceCX∗, such that traceFiX = bi, i = 1...m, X � 0. Here C, Fi and X are real
symmetric n × n matrices and bi is a scalar. The constraint X � 0 means that the
variable matrix must lie on the closed convex cone of positive semidefinite solutions.
To solve the graph seriation problem using semidefinite programming, we denote the
quantityΩ1/2AΩ−1/2 appearing in equation (4) by B and Ω1/2x∗ by y. With this nota-
tion the optimisation problem can be restated as λ = arg minyT y=1 y

TBy. Noting that
yTBy = trace(ByyT ) by letting Y = yyT in the semidefinite programming setting
the seriation problem becomes Y = argminY ∗ traceBY ∗ such that traceEY ∗ = 1,
where the matrix E is the unit matrix, with the diagonal elements set to 1 and all the
off-diagonal set to 0. Note that Y = yyT is positive semidefinite and has rank one. As
a result it is convex and we can add the positive semidefinite condition Y ∈ S+

n where
S+

n denotes the set of symmetric n× n matrices which are positive semidefinite.
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3.1 Interior Point Algorithm

To compute the optimal solution Y ∗, a variety of iterative interior point methods can
be used. By using the SDP solver developed by Fujisawa et.al [6], a primal solution
matrix Y ∗ can be obtained. Using the solution Y ∗ to the convex optimization problem
(??), we must find an ordered solution y to the original problem. To do this we use the
randomized-hyperplane technique proposed by Goemans and Williamson [9].

Since Y ∗ ∈ S+
n , by using the Cholesky decomposition we have that Y = V TV, V =

(v1, ....vn).Recalling the constraint yT y = 1, the vector y must lie on the unit sphere
in a high dimensional space. This means that we can use the randomized hyperplanes
approximation. This involves choosing a random vector r from the unit sphere. An
ordered solution can then be calculated from Y ∗ = V TV by ordering the value of
vT

i r. We repeat this procedure multiple times for different random vectors. The final
solution y∗ is the one that yields the minimum value for the objective function yTBy.
This technique can be interpreted as selecting different hyperplanes through the origin,
identified by their normal r, which partition the vectors vi, i = 1....n.

The solution vector x∗ can be obtained using the equation Ω1/2x∗ = y, and the
elements of the vector x∗ then can be used to construct the serial ordering of the nodes
in the graph. Commencing from the node associated with the largest component of x∗,
we sort the nodes in so that the nodes are ordered so that the components of x∗ are of
decreasing magnitude and also satisfy edge connectivity constraints on the graph. We
iteratively proceed in the following. Let us denote the list of the visited nodes by Sk at
the kth iteration. Initially S1 = i1 = arg maxi x∗(i). We proceed by searching the set
of the first neighbours of i1, i.e. Ni1 = {j|(i1, j) ∈ E}, to locate the node which is
associated with the largest remaining component of x∗. This node is then appended to
the list of nodes visited list and satisfies the condition i2 = arg maxl∈Ni1

x∗(l). This
process is repeated until every node in the graph is visited. At termination the sorted list
of nodes is the string SG.

4 Graph Matching

With the converted strings at hand, we are able to pose the graph matching problem as
that of aligning the strings so as to minimise the transition cost on a string edit matrix.
We denote the seriations of the data graph GD = (VD, ED)and model graph GM =
(VM , EM ) by X = {x1, x2, ......, xm} and Y = {y1, y2, ......, yn} respectively. Herem
and n represent the number of nodes in the two graphs. These two strings can be used to
index the rows and columns of an edit lattice. Since the graphs may have different sizes,
we introduce a null symbol ε which can be used to pad the strings. The graph matching
problem can be stated as finding a path Γ =< p1, p2, ...pk..., pL > through the lattice
which generates the minimum transition cost. Each element pk ∈ (VD ∪ ε)× (VM ∪ ε)
of the edit path is a Cartesian pair. We constrain the path to be connected on the edit
lattice, and also the transition from the state pk to the state pk+1 is constrained to move
in a direction on the lattice, which is increasing and connected in the horizontal, vertical
or diagonal directions on the lattice. The diagonal transition corresponds to the match
of an edge of the data graph to an edge of the model graph. A horizontal transition
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implies that the traversed nodes of the model graph are null-matched. Similarly, the
visited nodes of the data graph are null-matched when a vertical transition is made.

By representing the adjacent states on the path by pk and pk+1, the cost function of
the edit path can be given as follows:

d(X,Y ) =
∑

pk∈Γ

η(pk → pk+1) (5)

where η(pk → pk+1) is the transition cost between the adjacent states. The optimal
edit path is the one that minimises the edit distance between string and satisfies the
condition Γ ∗ = argminΓ d(X,Y ). The optimal edit sequence may be found using
Dijkstra’s algorithm and the matching results are obtained from the optimal transition
path on the edit lattice.

5 Computing a Reference String

We are interested in whether the strings delivered by our graph seriation method can be
used for the purposes of graph clustering and constructing eigenspaces for graphs. To
do this a reference string is required, since this can be used as a class prototype, and also
allows the covariance matrix for a set of strings (i.e. seriated graphs) to be computed.
To construct the reference string, we proceed as follows. After converting the set of
M graphs {G1, G2, .., Gk, ..GM} into a set of strings {SG1 , SG2 , .., SGk

, .., SGM }, we
compute the pair-wise edit distances of the strings using the correspondences between
graphs obtained using graph matching technique. We denote the edit distance matrix
by EDG. We then select the reference string S{r} so as to satisfy the condition r =
arg minr∗

∑
j∈|M| EDG(r∗, j).

This reference string can be used to capture the statistical properties of the set of
graphs. In order to create a meaningful pattern-space for graph clustering, we construct
permuted graph adjacency matrices by making use of the matching results between
the individual string SG−{r} and the reference string Sr. For the graph indexed k, the
permuted adjacency matrix is given by

Ak(i, j) =
{

1 if (C(i), C(j)) ∈ E
0 otherwise

(6)

where the C(i) and C(j) represent the node correspondences of nodes i and j in the
reference string. Next we convert the permuted adjacency matrices into long-vectors by
stacking the columns of the permuted adjacency matrices. For the graph indexed k, the
long vector is Hk = (Ak(1, 1),Ak(2, 1),Ak(3, 1), ....)T .

Our aim is to construct an eigenspace which can be used to capture the modes of
variations is graph edge-structure. To do this, we represent the variations present in the
set of graphs using the mean long-vector and the covariance matrix for the long-vectors.
The eigenspace is constructed by projecting the individual graph long-vectors onto the
directions spanned by the principal eigenvectors of the covariance matrix.

To be more formal, we commence by calculating the mean long-vector (ẑ) and the
long-vector covariance matrix (σ) for the set of permuted adjacency matrices using the
following formulae
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Ĥ =
1
M

M∑
k=1

Hk Σ =
1
M

M∑
k=1

(Hk − Ĥ)(Hk − Ĥ)T . (7)

To construct the eigenspace we commence by computing the eigenvalues and eigenvec-
tors for the covariance matrix Σ. The eigenvalues λ1, λ2, . . . , λN are found by solving
the polynomial equations |Σ − λI| = 0, where I is the identity matrix. The associ-
ated eigenvectors φ1, φ2, . . . , φN are found by solving the linear eigenvector equation
Σφk = λkφk. From the eigenvectors we construct a modal matrix. The eigenvectors
are ordered in decreasing eigenvalue order to form the columns of the modal matrix, de-
noted by Φ = (φ1|φ2| . . . |φN ). If eigenspace is taken over the leading K eigenvectors,
then the projection matrix is ΦK = (φ1|φ2| . . . |φM ). The projection of the long-vector
Hk onto the eigenspace is given byHk = ΦT

KHk.

6 Experiments

In this section, we provide an experimental evaluation of our new algorithm for graph
seriation. Our experimental evaluation is divided into two parts. First, we present re-
sults for the clustering of graphs using edit distances between seriated node sequences.
In the second part, we test the utility of reference string as a class prototype. For our
experimental evaluation we use the COIL image database. To extract graphs from the
images, we first detect feature points using the Harris corner detector. The graphs used
in our study are the Delaunay triangulations of the point sets. The reason for using
Delaunay graph is that it incorporates important structural information from the origi-
nal image. In the images studied there are rotation, scaling and perspective distortions
present. Example images from the sequences are shown in Fig 1 and correspond to dif-
ferent camera viewing directions of the objects. The detected feature points and their
Delaunay triangulations are overlayed on the images.

Fig. 1. Delaunay graphs overlayed on coil data.

To explore the clustering of graphs, we have selected four objects from the COIL
database. For each object there are 72 different views. For the 288 graphs in the data-
set, we have computed the complete set of distances between each pair of graphs. We
have performed clustering the graphs using the following procedure. First, we convert
the graphs into strings using our SDP seriation method. Second, the pair-wise corre-
spondences between two different graphs in the set are located. Finally we compute the
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edit distances by using the correspondences on the serialized strings. With the edit dis-
tance matrix at hand, we apply the multidimensional scaling to the edit distance matrix.
The results are shown in Figure 2. The different views of the same object are shown as
points of the same colour. From the figure it is clear that the different objects are well
separated and form distinct clusters.
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Fig. 2. Clustering Result.

We now turn our attention to the problem of learning the adjacency structure of
the graphs. For this experiment we first take 40 sequential images from the “duck”
object and 10 images from the “cup” object from the COIL database. By converting
the graphs into strings, and applying the graph matching method, we construct the edit
distance matrix shown in the left-hand panel of Figure 3. Then the reference string is
selected which will generate the minimum edit distance to the set of strings. We then
reconstruct the adjacency matrix in a standard order for each graph according to their
correspondences to the reference string. After transforming the adjacency matrices into
long vectors, we compute the covariance matrix from the set of long vectors. By apply-
ing the principal component analysis(PCA), we obtain the two dimensional eigenspace
shown in the centre-panel of the figure. Here the “circle” symbols denote the duck im-
age sequence and the “plus” symbols denote the cup sequence. To take this analysis one
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step further, we add 20 more images from the duck sequence to the set described above.
The result of repeating the analysis is shown in the right-hand panel of the figure. From
these results, we can see that, under the guidance of the reference string, the two cluster
of the objects are well separated.

7 Conclusions

In this paper we have shown how graphs can be converted to strings using semi-definite
programming. This is convex optimisation procedure that uses randomised hyperplanes
to locate the solution. We have used the resulting strings for the purposes of clustering
and analysing the nodes of structural variation for sets of graphs. The graph clusters
produced by the method are well separated and the stings delivered by the method can
be used to capture the modes of variation in the structure of graphs of a particular class.
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Abstract. This paper proposes an approach to reduce the stochastic parsing time
with stochastic context-free grammars. The basic idea consists of storing a set
of precomputed problems. These precomputed problems are obtained off line
from a training corpus or they are computed on line from a test corpus. In this
work, experiments with the UPenn Treebank are reported in order to show the
performance of both alternatives.

1 Introduction

Stochastic Context-Free Grammars (SCFGs) are an important specification formalism
that are frequently used in Syntactic Pattern Recognition. SCFGs have been widely used
to characterize the probabilistic modeling of language in Computational Linguistics
[1, 3, 9], Speech Recognition and Understanding [6], and Biological Sequence Analysis
[8]. An important advantage of this formalism is the capability to model the long-term
dependencies established between the different parts of a sentence, and the possibility of
incorporating the stochastic information which allows for an adequate modeling of the
variability phenomena that are always present in complex problems. A notable obstacle
to using these models is the time complexity of the stochastic parsing algorithms that
handle them and the algorithms that are used for the probabilistic estimation of the
models from a training corpus.

Most of the well-known parsing algorithms are based on the Earley algorithm for
SCFGs in General Format [9] or in the Cocke-Younger-Kasami (CYK) algorithm for
SCFGs in Chomsky Normal Form (CNF) [6]. One of these algorithms for SCFGs in
CNF is the inside algorithm [4], which allows us to compute the probability of a string
given a SCFG by using a Dynamic Programming scheme.

The inside algorithm has a time complexity O(n3) for a string of length n. There
are theoretical works that attempt to improve this time complexity. In [10], a version of
the CYK algorithm was proposed whose time complexity is O(M(n)), where M(n)
is the time complexity of the product of two matrices of dimension n. The best known
algorithm for multiplying two matrices of dimension n is described in [2], whose time
complexity is O(n2.38). A similar parsing algorithm could be considered for SCFGs by

� This work has been partially supported by the Spanish MCyT under contract (TIC2002/04103-
C03-03) and by Agencia Valenciana de Ciencia y Tecnología under contract GRUPOS03/031.
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adequately modifying the inside algorithm. However, the large implicit constant associ-
ated to this matrix product algorithm could make this modified parsing algorithm only
interesting for long strings.

Given these drawbacks, other improvement alternatives should be considered. In
this work, we propose a simple technique that allows us to reduce computation time
especially for short strings. The basic idea consists of storing a set of precomputed
problems associated to short strings. The set of problems can be chosen from a training
corpus or it can be composed on line from a test set.

In this work, we explore these two proposals and we report the results of experi-
ments on the UPenn Treebank in order to show the performance of both alternatives.

2 Definitions

A Context-Free Grammar (CFG) G is a four-tuple (N,Σ, P, S), where N is a finite set
of non-terminal symbols, Σ is a finite set of terminal symbols, P is a finite set of rules,
and S is the initial symbol. A CFG is in Chomsky Normal Form (CNF) if the rules are
of the form A→ BC or A→ a (A,B,C ∈ N and a ∈ Σ). A Stochastic Context-Free
Grammar (SCFG) Gs is defined as a CFG in which each rule has a probability of appli-
cation associated to it such that ∀A ∈ N :

∑
B,C∈N Pr(A → BC) +

∑
a∈Σ Pr(A →

a) = 1. We define the probability of the derivation dx of the string x, PrGs(x, dx) as
the product of the probability application function of all the rules used in the derivation
dx. We define the probability of the string x as: PrGs(x) =

∑
∀dx

PrGs(x, dx).
An important problem is the calculation of the probability of a string. For SCFG in

CNF, there are different parsing algorithms that are based on the CYK algorithm. We
describe one of them below.

The inside algorithm [4] allows us to compute the probability of a string by defining
e(A < i, i + l >) = PrGs(A

∗⇒ xi · · ·xi+l), 0 ≤ l < n, as the probability of
the substring xi . . . xi+l being generated from A. This probability can be efficiently
computed for a string of size n with the following Dynamic Programing scheme for all
A ∈ N :

e(A < i, i >) = Pr(A→ xi) 1 ≤ i ≤ n,

e(A < i, i+ l >) =
∑

B,C∈N :

(A→BC)∈P

i+l−1∑
k=i

Pr(A→ BC)e(B < i, k >)e(C < k + 1, i+ l >) (1)

1 ≤ l < n, 1 ≤ i ≤ n− l.

In this way, PrGs(x) = e(A < 1, n >).
First, we analyze the time complexity of the inside algorithm from expression 1. In

the next section, we explain how the computation time can be improved.
Note that the inner loop in the inside algorithm comprises two products and one

addition. Suppose that we denote with the two products and the addition by a. Then,the
total amount of operations is:

n−1∑
l=1

n−l∑
i=1

i+l−1∑
k=i

a|P | = n3 − 3n2 + 2n
3

a|P |. (2)

Consequently, the time complexity of the inside algorithm is O(n3|P |).
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3 Time Reduction of the Stochastic Parsing Algorithm

Here, we explain how reduce the time required for the stochastic parsing. We state the
improvement that can be obtained and finally, we explain the main disadvantage of the
proposal.

Note that in expression (1), each substring is a subproblem in the Dynamic Pro-
graming scheme. One possible way to reduce computations in expression (1) consists
of precomputing all the problems. In this case, expression (1) can be computed by con-
sulting such precomputed problems.

It should be pointed out that with this proposal, the efficient search of a precomputed
problem becomes an serious problem. In order to carry out this search efficiently, we
have used hash tables. By using this data structure, the search time can be done linearly
with the length of the subproblem.

If the time complexity of looking for a subproblem of length l is l times c, where
c is the implicit constant associated to the search in the hash table, then (2) becomes
cf(n), where f(n) = (n3 − 3n2 + 2n)/3. Note that for real tasks it is reasonable to
think that c << a|P | since |P | can be large.

Note that, for real tasks, it is not feasible to have precomputed all the subproblems
due to the amount of memory required. However, it is feasible to have precomputed all
the subproblems associated to short strings. For example, if we suppose for simplicity
that |P | = 1, a = 3c, and that we have precomputed all the subproblems up to some
size l ≤ n, we can then save:

f(n)− f(l) + f(l)/3
f(n)

= 1− 2f(l)
3f(n)

= g(l, n).

In Figure 1, we have plotted function g(l, n) times 100 for some values of l. This
figure shows the savings in percentage depending on the string length. It even shows
savings for small values of l. Note that the assumptions have been simplified, and there-
fore, even more savings can be obtained for a real task.
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Fig. 1. Percentage of saving depending on the string length.
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The disadvantage of this the amount of memory that is needed to store the sub-
problems. The amount of memory to store a subproblem is linear with the number of
non-terminal symbols, and the number of subproblems growths exponentially with the
size of the subproblems. Therefore, a trade-off between the amount of memory required
and the amount of computation savings must be established.

Given that it is not realistic to store all the subproblems computed, in this work,
we propose computing only those subproblems that appear in a corpus. The subprob-
lems can be obtained off line from a training corpus or on line from the test set. In the
following section, we study these proposals and we explore practical alternatives for
improving the time complexity without increasing the required memory.

4 Experiments

In this section, we describe the experiments that were carried out to test the alternatives
proposed in Section 3.

The corpus used in the experiments was the part of the Wall Street Journal that
had been processed in the UPenn Treebank project [5]. It contains approximately one
million words distributed in 25 directories. This corpus was automatically labeled, an-
alyzed and manually checked as described in [5]. There are two kinds of labeling: a
POStag labeling and a syntactic labeling that is represented by brackets. The POStag
vocabulary is composed of 45 labels; and the syntactic vocabulary is composed of 14
labels. The corpus was divided into sentences according to the bracketing and, follow-
ing other works, sentences with more than 50 words were ignored (this represented less
than 2% of the corpus). For the experiments, the corpus was divided into two sets: train-
ing (directories 00-20; 41,315 sentences; 959,390 words), and test (directories 23-24;
3,702 sentences; 86,053 words).

Given that we needed a SCFG for the stochastic parsing, we took advantage of an
SCFG that had been estimated in a previous work [1]. This SCFG was learned with
sentences labeled with POStags as described in [1]. The estimation algorithm was the
bracketed version of the inside-outside algorithm [1, 7]. The final estimated SCFG had
35 non-terminal symbols, 45 terminal symbols, and 1,741 rules.

Here, we describe the experiments that were carried out to test the proposed tech-
nique. Hash tables were used to store the subproblems in all the experiments. All the
software was implemented in C language and the gcc compiler (version 3.3.1) was
used. All experiments were carried out on a personal computer with an Intel Pentium 4
processor of 2.40 GHz, with 1.5 GB of RAM and with a Linux 2.4.21 operating system.

In all the figures, we have plotted the percentage of computation of the proposed
technique with respect to the unmodified inside algorithm when parsing the test set.
In order to evaluate the influence of the length of the parsed strings, the test set was
gradually enlarged by incorporating strings of increasing size.

First, we present experiments in which the subproblems were obtained off line from
a training corpus. Then, we present experiments in which the subproblems were ob-
tained on line from the test set.
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4.1 Experiments with Subproblems Obtained from the Training Set

In this section, we present three experiments. In the first experiment, all the subproblems
that appeared in the training corpus were stored. In the second and third experiments,
we studied techniques to reduce the required memory.

Experiment with All the Subproblem of the Training Set. In this experiment, we
tested the proposed technique without memory restrictions. We obtained all the sub-
problems from the training set up to a given size. Table 1 shows the number of sub-
problems for different sizes (probabilities are represented with integers of four bytes)
and the amount of accumulated memory that was necessary to store all the subproblem
up to a given size. Note that the amount of memory increased notably as the size of the
stored subproblems increased.

Table 1. Number of subproblems in the training set and the required memory.

Subproblem size 2 3 4 5 6

No. of subproblems 1,353 15,276 75,702 209,239 377,254
Accumulated memory (in MB) 0.18 2.22 12.33 40.27 90.64

Figure 2 shows the percentage of computation time with respect to the unmodified
inside algorithm with the test set. In the x-axis, we represent the maximum length of
sentences content in the test set. Therefore, each point in the curve stands for the per-
centage of computation time reduction when strings of the test set up to a given length
were parsed.
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Fig. 2. Percentage of reduction in computation time with the test set.

In this figure, it is important to point out two issues. First, the computation saving
improved as expected as the size of stored subproblems increased. Second, the computa-
tion saving that was obtained for short strings was very good. Thus, when subproblems
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up to length six were stored, a computation savings of almost 35% was obtained for
strings of length 15.

Note that not all problems in the training set have to be equally frequent and some
of them might even be unnecessary.

Selection of the Subproblem According to the Frequency of Occurrence. In this ex-
periment, we evaluated our proposal when storing only those subproblems that occurred
at least twice in the training set for the subproblems of largest length (5 and 6). Table 2
shows seen the number of subproblems for different lengths and the amount of mem-
ory required to store them. We can see that the amount of required memory decreased
notably.

Table 2. Number of subproblems in the training set when the less frequent problems (of length 5
and 6) were removed and the required memory.

Subproblem size 2 3 4 5 6

No. of subproblems 1,353 15,276 75,702 81,823 94,084
Accumulated memory (in MB) 0.18 2.22 12.33 23.26 35.82

Figure 3 shows the percentage of reduction in computation time when this idea
was used (curve e2). Curve e1 corresponds to curve n=6 in Fig. 2. The computation
savings was unaffected by this proposal. It should be pointed out, that even though the
amount of required memory decreased notably, problems that are not very probable
according to the grammar might be stored.
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Fig. 3. Percentage of reduction in computation time with the test set when some subproblems
were removed.

Selection of the Subproblems According to Their Parsing Probability. Another cri-
terion for choosing the set of subproblems could be based on the parsing probability.
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An experiment was carried out in which the most “probable” subproblems of sizes 5
and 6 of the training set were stored. In order to choose the most “probable” subprob-
lems, the following function was used:

∑
A∈N PrGs(A

∗⇒ x1 · · ·xl), where N is the
set of non-terminal symbol of the SCFG. This function can be interpreted as the aver-
age probability of a subproblem of size l being generated from a non-terminal symbol.
From this function, the following threshold was defined: (

∑
p∈Pl

∑
A∈N PrGs(A

∗⇒
x1 · · ·xl))/|Pl|, where Pl is the set of subproblems of size l. In this experiment, those
subproblems of sizes 5 and 6 that did not overcome this threshold were removed. A
notable reduction in memory consumption was achieved this way (see Table 3).

Table 3. Number of subproblems in the training set when the less “probable” problems of length
5 and 6 were removed and the required memory.

Subproblem size 2 3 4 5 6

No. of subproblems 935 6,244 17,708 25,861 52,098
Accumulated memory (in MB) 0.13 0.96 3.32 6.77 13.73

Figure 3 (curve e3) shows that the computation savings was slightly worse.

4.2 Experiments with Subproblems Obtained On-Line from the Test Set

One important problem that can appear when subproblems are stored is that the dis-
tribution of strings in the training and test can be very different. Therefore, the stored
problems may not be useful. One possible solution to overcome this issue is to store
on line only those problems that appear in the test set. Note that in this case, additional
time consumption is required. Given that we store subproblems on line, the memory
consumption increases as the test set is being parsed.

We tested this proposal and Table 4 shows the memory required for the test set when
all the sentences were parsed. Note that this memory consumption was obtained when
sentences up to size 50 were parsed, that is at the end of the experiment.

Table 4. Number of subproblems in the test set and the required memory.

Subproblem size 2 3 4 5 6

No. of subproblems 984 6,964 21,691 40,075 53,019
Accumulated memory (in MB) 0.13 1.06 3.96 9.31 16.39

Figure 4 shows the computation savings in this experiment. Curve e1 corresponds
to curve n=6 in Fig. 2. The savings was worse for long strings than in the experiments
described in Section 4.1. This could be due to the fact that the time used to store the
subproblems was included in the computed time.
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Fig. 4. Percentage of reduction in computation time with the test set when some subproblems
were removed.

4.3 Experiments with Subproblems Obtained Off-Line from the Training Set
and On-Line from the Test Set

Note that both the ideas from Section 4.1 and 4.2 can be combined; that is, we could
use subproblems obtained off line from the training set and subproblems obtained on
line from the test set. In the final experiment, we used both techniques to obtain the
precomputed subproblems.

In order to avoid excessive memory consumption, we first combined the selection
of the subproblem according to the frequency of occurrence in the training set with
the subproblems obtained on line from the test set (see Fig. 5 curve e2,e4). We then
combined the selection of the subproblems of the training set according to their parsing
probability with the subproblems obtained on line from the test set (see Fig. 5 curve
e3,e4).
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This combined technique provided good results for short strings (below 13). Above
13, the best results were obtained when the selection of subproblems from the training
set off line was carried out according to frequency of occurrence.

5 Conclusions

A novel technique has been introduced to save computation time using the inside pars-
ing algorithm. The basic idea is to store precomputed problems and use them in the
parsing algorithm. These precomputed problems can be obtained off line from a train-
ing corpus or on line from the test set. This technique was successfully applied in a real
experiment and an important reduction in computation time was achieved. This reduc-
tion was more accentuated in short strings. This fact is especially important for tasks
like Automatic Speech Recognition, where sentences are usually short.

For future work we plan to apply this technique to tasks where the vocabulary size
is small such as RNA Sequence Modeling. Another possibility is to apply this technique
to the inside-outside estimation algorithm for SCFG.
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Abstract. This paper describes a computational framework developed
for the extraction of low-level directional primitives present in an image,
and subsequent organization through a line segment detector. The sys-
tem is divided in three stages: extraction of the directional features in
the image through an efficient implementation of Gabor wavelet decom-
position; reduction of these high dimensionality results by means of a
growing cell structure; and extraction of the segments from the image.
This last step was first implemented through a pseudo-color Fuzzy Hough
Transform and then improved through some principles of the Burns seg-
ment detector.

Keywords: Gabor wavelets, growing cell structures, chromaticity dia-
gram, Hough transform, Burns segment detector.

1 Introduction

The boundaries of objects in an image often lead to oriented and localized
changes in intensity called edges. Edge and segment detection are the first steps
in many image analysis applications and they are of great importance as they
constitute the basis for the higher levels in the system. It has always been a
fundamental problem in computer vision that the higher level processing stages
suffer due to either too little or too much data from the lower levels of the pro-
cessing. Thus, the quality of data available for further analysis is very critical.

This paper describes a framework for the extraction of the directional proper-
ties present in an image through Gabor wavelet decomposition and the detection
of the segments that approximate these properties through a segment detector
based on the fuzzy Hough transform and the Burns segment detector.

The Gabor Wavelet decomposition framework presented here is a compu-
tationally expensive process, but provides precise information about the orien-
tation of image pixels and is independent of image type. Moreover, we have
implemented [1] an approximation to Gabor Wavelets that reduces the com-
putational time and memory requirements through the use of a Gabor Wavelet
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decomposition in the spatial domain, which is faster than conventional frequency
domain implementations.

A previous paper [2] describes the use of a pseudo-color fuzzy Hough trans-
form for the detection of the segments present in the image. The pseudo-color
Hough transform works properly in simple images that only contain the objects
to detect, but has some limitations in complex images due to its global nature.
This is the reason why, in this paper, we propose a refinement of the pseudo-
color Hough transform through the introduction of some principles of the Burns
segment detector.

This paper is organized as follows. Sec. 2 describes the extraction of direc-
tional primitives present in the image, Sec. 3 describes the segment extraction
process through a pseudo-color fuzzy Hough transform and Sec. 4 describes the
introduction of the Burns segment detector principles. Finally, Sec. 5 contains
the conclusions from our work.

2 Extraction of Directional Primitives

This section contains a brief introduction of the first stages of the process, the ex-
traction of the directional primitives present in the image through Gabor wavelet
decomposition and the organization of these results through a growing cell struc-
ture. These stages construct the RGB images that the segment detector devel-
oped in this work will receive as input.

Gabor wavelets [3] are complex exponential signals modulated by Gaussians
with two important properties that make them good edge detectors: the opti-
mization of edge localization [4] and the absence of image-dependent parameter
tuning. Their most important drawback is their greedy demand for both memory
and computation time. In a previous paper [2], we developed a more efficient,
multi-resolution spatial domain implementation of Gabor Wavelet decomposi-
tion, which we employ here, based on the convolution of 11 1D-component masks
obtained through the decomposition of the 2D masks that define the wavelets.
The implementation here uses the good edge localization property of Gabor
wavelets, with the exact position of an edge determined as a conjunction be-
tween a maximum in the modulus and a zero crossing in the even or the odd
part of Gabor results.

In our Gabor decomposition, the input image is filtered with a bank of 8
filters centered at frequency 1

4 and 8 orientations (kπ
8 , k = 0..7) leading to 8

resulting images. A reduction of this output space dimensionality is necessary in
the interest of efficiency. Auto-organized structures are a suitable instrument to
achieve this dimensionality reduction as they allow simultaneously the reduction
of the input space and the projection of the topological order in the input space
to the output structure.

In [5], self-organized maps, growing cell structures and growing neural gas
structures were investigated and compared for their power of dimensionality
reduction of Gabor decomposition results. Growing cell structures (GCS) [6]
provided significantly better results. They are artificial neural networks based
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on self-organized maps that eliminate the restrictions of the a priori network
size definition, incorporating a mechanism to add new processing elements when
needed, while maintaining the network topology.

To represent the different directionalities provided by the auto-organized
structure, each processing element was assigned a color from a colormap to
indicate its orientation. The colormap was obtained from 8 equidistant points
on the perimeter of the maximum circle inside the RGB triangle in the chro-
maticity diagram [7], centered at white (see Fig. 1-left). Fig. 1 right shows the
GCS output from a ring demonstrating the colors of the entire direction space,
i.e. 0− 2π.

Fig. 1. Left: Colormap circle inside the RGB triangle. Right: All orientations after the
GCS analysis.

Figure 2 shows the results from three input images. The first row shows the
original images and second row the results from GCS analysis. Fig. 2 left shows a
medical image that contains protein crystals exhibiting polygonal shapes, Fig. 2
center shows an IR aerial image of a bridge and Fig. 2 right is the picture of a
boat.

3 Segment Extraction
Through the Fuzzy Hough Transform

The Hough transform is widely used in artificial vision and pattern recognition
for the detection of geometrical shapes that can be defined through parametric
equations. Traditional Hough transform implementations are based on the results
obtained by classical edge detectors, like Canny or Sobel. We have designed and
implemented a pseudo-color fuzzy Hough transform [2] based on the pseudo-color
images obtained from the processes described in Sec. 2, that is, color images
where each color represents a specific orientation.

The Hough transform is based on the normal equation of a line, which states
that, if the normal to the line makes an angle θ with the x axis and the length
of this normal is ρ, then the equation of the line is given by:
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Fig. 2. First row: images ‘proteins’, ‘bridge’ and ‘boat’. Second row: results of GCS
analysis.

ρ = x · cos θ + y · sin θ (1)

Classically, the continuous ρ− θ space is quantized into suitable sized (�θ×
�ρ) rectangles and each rectangle is associated with an element of an accu-
mulator array A with size Nρ × Nθ. However, this parameterization needs to
be enhanced to deal with the lines in our color-labelled images. That is, all
points with similar colors (close orientations) and neighboring positions will vote
for the same line. Our accumulator will have 2 dimensions p = 0..Nρ − 1 and
q = 0..Nθ − 1, and we must search for the maxima in this space.

The process begins with the quantization of the Hough space in Nρ × Nθ

cells, where Nρ =
√
I2
x + I2

y/ � ρ and Nθ = π/ � θ, depending on the size

of the image (Ix × Iy) and the quantization in ρ (�ρ) and θ (�θ). Then, we
compute the contribution of each pixel P in the labelled image, from its angle
qP , determined by the color it has assigned. For this angle, we compute the
corresponding θP from the quantization in θ (θP = qP � θ), and then ρP from
eq. 1. Then, the quantized value pP is obtained from ρ by (pP = ρP /� ρ). A
pixel P contributes to all the neighbors A(p, q) of A(pP , qP ) incrementing their
value with �A = CpCq where:

Cp = e−βpd2(p,pP ) and Cq = e−βqd2(q,qP ) (2)

p being the p-neighbor of pP if Cp < εp and q the q-neighbor of qP if Cq < εq.
βp and βq are the parameters of the Gaussians that define the contributions to
the accumulator A, and d is the distance between the two points in p-space and
q-space, respectively. These parameters control how smooth the decay in the
Gaussian is.
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Parameters βp and εp are fixed from �ρ. As we have chosen �ρ = 1, we
have fixed βp = 0.1 and εp = 0.4. With these βp and εp, when the distance
between p and pP is greater than about 4, the contribution is too small to be
considered. Parameters βq and εq were selected from�θ similarly. First, we have
fixed �θ = π/24. As Cq must have a high contribution to the nearest angles not
overlapping the previous and next main orientations, we have fixed βq = 0.5 and
εq = 0.1 and so the contributions of angle indices q further than 3 from qP are
very small.

Once the voting process has finished, the following step is the maxima detec-
tion. Each maximum detected in the accumulator array corresponds to a line in
the image that can contain one or more segments. For each maximum detected
over a predefined threshold, an inverse Hough transform removes all the contri-
butions to the accumulator array of the pixels belonging to the line detected. A
segment detection takes place simultaneously to the inverse Hough transform.
When a pixel belonging to a line is removed from the accumulator array, its or-
thogonal projection to the line is determined. Once all the pixels involved have
been analyzed, the line is sequentially searched to determine which pixels belong
to each segment.

The final result of this process is an array of segments. Each segment is
defined by the polar coordinates of the line it belongs to and its endpoints. From
these, all the defining characteristics of the segment, like length or slope, can be
computed.

Fig. 3 shows the results from segment detection through the pseudo-color
fuzzy Hough transform applied to the images in the first row of Figure 2. As
the Hough transform is a global instead of a local operation, the information
contained in the whole image can influence the deviation of the segments and
the detection of spurious segments in the result images as Fig. 3 shows. This
is the reason why we have implemented a new segment detector based on the
combination of our pseudo-color Hough transform and some principles of the
Burns segment detector.

Fig. 3. Results of segment detection through our pseudo-color Hough transform from
images in first row of Fig. 2.
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4 Burns Segment Detector
and Pseudo-color Fuzzy Hough Transform

As previously mentioned, the Hough transform is a global process where each
pixel votes for many possible lines. Opposite to this, the Burns segment detector
[8] organizes globally the supporting line context prior to any decision. The
approach consists of grouping image pixels across the width and the length of
the edge through their orientation to form a line support region. Then, only the
pixels in the line-support region contribute to the final representation of the line.

The basic steps of the segment detector are: the grouping of pixels into line-
support regions based on their orientation and the application of the pseudo-color
fuzzy Hough transform described in the previous section to each line-support
region separately.

In order to group pixels into line-support regions, the π radians range of ori-
entations is quantized into 4 angular partitions of π

4 radians starting at 0. Then,
each edge pixel is labeled according to the partition into which its orientation
falls. If our estimation of the orientation is correct, the pixels belonging to a line
will belong to the same partition or sometimes to adjacent partitions if their
orientation is close to one of the partition boundaries. The simple connected-
components algorithm is then used to form distinct regions for groups of adjacent
pixels lying in the same angular partitions.

If we use only one partition of the orientation range, two problems can arise.
First, two contiguous lines can improperly be merged if they have similar ori-
entations that lie in the same angular interval. Second, the lines lying across a
partition boundary could produce fragmented support regions. The over-merging
problem tends to be reduced as the partition size gets smaller, but then the frag-
mentation problem gets worse.

In the proposed line segment detector, the over-merging problem is solved
by the pseudo-color fuzzy Hough transform. As it uses a finer quantization of
the orientation range (partitions of size π

24 ) it can separate contiguous lines
improperly merged into a unique line support region.

In order to solve the fragmentation problem, a new set of partitions is intro-
duced. This partition overlaps the previous one and divides the π radians range
of orientations into 4 intervals of π

4 radians starting at π
8 . Each edge pixel is

again labeled according to its orientation. When a set of partitions fragments a
line that lies across a boundary, the other set will place it in the same partition.

Both sets of partitions must be merged in such a way that each pixel is
associated to only one line-support region. The region considered best for the
pixel is the one that provides an interpretation of the line that is the longest.

Each line-support region represents a candidate area for a straight line or
some contiguous straight lines with similar orientations. So, the pseudo-color
fuzzy Hough transform described in the previous section is applied in order to
detect the line segments that it contains. Results obtained from the segment
detector just described applied to the images in the first row of Fig. 2 are shown
in Fig. 4. As in the previous section, the final output of the process is an array
of segments, each segment is defined by its polar coordinates and its endpoints.
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Fig. 4. Results of segment detection through the proposed segment detector from im-
ages in first row of Fig. 2.

As Figure 4 shows, the segment detector just described improves the results
obtained by the segment detector described in Sec. 3 because the segments de-
tected approximate more accurately the edges of the underlying scene. As a
practical example, the image shown in first column of Fig. 2 contains protein
crystals exhibiting polygonal shapes. In an application developed for the detec-
tion of such crystals in images similar to this, the results obtained from the
segments detected by our last segment detector would be much more accurate
than the results from the segments detected by our previous segment detector,
as the images in Fig. 5 show. These images correspond to a zoom over some area
of the original image shown in Figure 2 that contains a polygonal shape.

Fig. 5. Left: zoom over original image in Fig. 2. Center: segment detection results by
the pseudocolor fuzzy Hough transform. Right: results of segment detection through
the proposed segment detector.

5 Conclusions and Discussion

This paper describes a computational framework for the detection of line seg-
ments in 2D images. Its first stage consists of the extraction of the directional
primitives through Gabor wavelet decomposition. The second stage consists of
the organization of these low-level directives through growing cell structures.
And the third stage consists of the segment detection through a combination of
principles from the Burns segment detector and the fuzzy Hough transform.

First, a novel implementation of the fuzzy Hough transform was developed.
This fuzzy Hough transform works with the pseudo-color images provided by
the previous stages of the process and its output is the list of segments present
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in the input scene. The main limitation of the fuzzy Hough transform is its
global nature and causes the deviation of segments and generation of spurious
segments. As this paper shows, this limitation can be overcomed through the
application of some principles of the Burns segment detector, that discretizes
the image into line-support regions.

Segment detection results are the basic primitives for a wide range of image
processing techniques, like object detection. Improving the results from segment
detection has a great influence over the quality of the final results. A practical
example is shown in Figure 3 and Figure 4. Detecting the objects present in the
original images shown in Fig. 2 is easier from the segments detected by the Burns
segment detector that from the segments detected by the fuzzy Hough transform,
as these segments approximate more accurately the edges in the original images.

The edge detectors just described have been tested over a wide range of im-
ages. Some of them can be accesed at http://www.lfcia.org/~marta/
IbPRIA2005.
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Abstract. We present a survey of the application of ordinary Kriging to
texture interpolation using a variety of models that have been proposed
to model the variogram of the image. The novelty of our approach is in
the fully automated process of fitting the models to the data over a finite
range of values.

1 Introduction

There are various techniques for interpolating irregularly sampled data [6]. How-
ever most of these techniques assume that the missing data possess some sort of
smoothness and when they are applied to highly textured images they are not
expected to perform well. In this paper we deal with the problem of texture inter-
polation. This is a particularly difficult problem as texture is a spatial property
and irregular sampling may destroy the perceived pattern to a very high degree.
Kriging [1],[4] is a method often employed by geoscientists for the interpolation
of irregularly sampled data, but it is less well known to the image processing
community. In this paper we undertake a thorough study of this methodology
and investigate its local as well as global application in conjunction with five
models that have been proposed to model the variogram of the image. In section
2 we present the definitions of the various terms relevant to this work, and the
methodology we use. In section 4 we present our experimental results and in
section 5 we conclude.

2 Methodology

In general, in order to interpolate using the Kriging method, we must model
the covariance matrix of the random variable. This is done by modelling the
variogram of the data. There are several variogram models available. In this
paper we are using five different variogram models. After the parameters of the
variogram model have been identified, we proceed to perform the interpolation.

2.1 Computation of the Variogram

The variogram is defined as the expected squared difference between two data
points separated by a distance h. Half of the variogram is known as the semi-
variogram [3]. It is defined as:

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 183–190, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



184 Sunil Chandra, Maria Petrou, and Roberta Piroddi

(I) (II) (III)

(IV) (V) (VI)

Fig. 1. Test images (I) – (V) and an example sampling mask that retains 9% of the
pixels.

2γ(h) ≡ V ar{V (Pi)− V (Pi + h)} ≡ E{[V (Pi)− V (Pi + h)]2} (1)

where E denotes the expected value operator and V (Pi) denotes the grey level
value at point Pi. If the total number of distinct pairs of data points Vi and Vj ,
whose positions are at a distance dij = h from each other, is denoted by N(h),
then γ(h) is also defined as [1]:

γ(h) =
1

2|N(h)|
∑

(i,j)|dij=h

(Vi − Vj)2 (2)

The relationship between the variogram and its corresponding covariance is given
by [4],

C̃(h) =
{

C0 + C1 if |h| = 0
C0 + C1 − γ(h) if |h| > 0 (3)

where C0 is the nugget effect and C0 + C1 is the sill. Although theoretically
γ(0) = 0, in practice γ(0) = C0 and this is the nugget effect. Sill the constant
value γ(h) reaches when it levels off.

2.2 Kriging

Kriging [1],[4] is a popular interpolation method, where the unknown value of
the signal f0 = f(x, y) at a given coordinate position (x0, y0) is expressed as
a linear combination of the S known, irregularly sampled values of the signal,
so that f(x, y) =

∑S
s=1 wsf(xs, ys), for s = 1, . . . , S. The characteristic of this

method is that the weights ws are chosen in such a way as to minimise the
variance of the error made in the estimation of the signal. We define: WT ≡
(w1, . . . , wS, μ), where μ is the average of the known samples and DT ≡
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Local fitting of the exponential variogram model for image III in which only
the part of the curve on the left of the dotted line is used for local Kriging. Panels
(a) – (e) correspond to 4%, 6%, 9%, 26%, 45% undersampling versions of image III,
respectively, as well as to the full image (f).

(
C̃10, C̃20, . . . , C̃S0, 1

)
, where the elements C̃s0 are the covariances

between the known samples and the signal value at coordinate (x0, y0), and

C ≡

⎛⎜⎜⎜⎝
C̃11 . . . C̃1S 1
...

. . .
... 1

C̃S1 . . . C̃SS 1
1 . . . 1 0

⎞⎟⎟⎟⎠ (4)

is the covariance matrix for the known samples. In general, one must model
the covariance matrix of a random variable f(x, y). This is done by choosing a
covariance function C̃ and calculating all the required covariances from it. The
covariance function is obtained by using an appropriate variogram model. The
weights are computed according to: W = C−1D.

3 Fitting the Variogram with the Models

In this section we fit the variogram with five different models by using least
square error fitting [5], [2]. The models are fitted globally, to the full variogram,
or locally, choosing the range over which they will be fitted, totally automatically.
The fractal model is defined as [5],

γ̃(h) = γ0h
2H (5)

where γ0 is the intercept of the line fitted to the data when we plot log(γ̃(h))
versus log h as h→ 0. In general, the log variogram is not linear for the whole
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(a) Original Image (b) Subsampled image (c) RMSE = 84.61 (d) RMSE = 74.15

(e) RMSE = 59.34 (f) RMSE = 46.57 (g) RMSE= 37.97 (h) RMSE =33.47

(i) RMSE = 31.48 (j) RMSE =31.30 (k) RMSE = 31.29

Fig. 3. Process of reconstruction for image II from 6% of its pixels, using the fractal
model.

range of h values, so it is obvious that the fractal model cannot possibly be used
for the whole range of h values. However, for small values of h the linear model
may be applicable. The trouble is that we do not know a priori the range of
values of h over which the model may be applied. To solve this problem, we
use the correlation coefficient to guide us in choosing the region over which the
model fits best, in a recursive way.
The exponential variogram model is defined as [1]

γ̃(h) =

{
0 if |h| = 0
C0 + C1

(
1− exp

(
−|h|

a

))
if |h| > 0 (6)

The spherical model is defined as [1],

γ̃(h) =
{
C0 + C1 if |h| ≥ a
C0 + C1

(
1.5h

a − 0.5(h
a )3
)

if |h| < a
(7)

In both last cases, we first find the range hmax of values of h for which γ(h)
flatters out and then we fit the model for h in the range [1, hmax].
The Gaussian model is given by [1],

γ̃(h) = C0 + C1 − C1 exp
(
−|h|2
a2

)
(8)
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(a)Original Image (b)Subsampled image (c)RMSE= 139.00 (d) RMSE =119.21

(e) RMSE =89.33 (f) RMSE =63.39 (g) RMSE =43.70 (h) RMSE = 31.70

(i) RMSE = 26.52 (j) RMSE = 21.21 (k) RMSE =21.20

Fig. 4. Process of reconstruction for image III from 6% of its pixels, using the linear
model.

This model is very similar to the exponential model, except that |h|/a in the
exponent now is in the power of 2. We fit this model in exactly the same way as we
fit the exponential model, except we plot in Cartesian coordinates the quantities
ln(−γ̃(h)+C0 +C1) versus |h2|, for h2 < h2

0. The intercept for |h|2 = 0 will give
us lnC1 and the slope of the fitted line will give us − 1

a2 , since ln(−γ̃(h) +

C0 + C1) = −−|h|2
a2 + lnC1

The linear model is given by [1]

γ̃(h) = C0 + C1
h

a
if |h| > 0 (9)

This model is the easiest to work with. We work just like in the case of the
fractal model only that in that case we were plotting log γ̃(h) versus log h and
here we simply plot γ̃(h) versus h.
When a model is only locally applicable, we should not use in Kriging all available
points in order to interpolate at a particular point. Instead, local Kriging should
be used, where only points at distance h ≤ hmax should be used for the interpo-
lation. For simplicity, we use a square window of size (2hmax + 1)× (2hmax + 1)
around each point the value of which is to be estimated, rather than a circular
window.
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(a) Original Image (b) Subsampled image (c) RMSE = 158.19 (d) RMSE = 135.87

(e) RMSE = 101.72 (f) RMSE = 67.99 (g) RMSE = 44.21 (h) RMSE = 30.50

(i) RMSE = 23.73 (j) RMSE = 22.07

Fig. 5. Process of reconstruction for image IV from 4% of its pixels, using the expo-
nential model.

4 Experiments

To experiment with interpolation methods we subsample the test images shown
in Fig. 1, using sampling masks, with different numbers of pixels, uniformly
distributed over the image. Then we see how well we can recover the values
at the remaining positions, from the retained values. Fig. 2 shows an example
of fitting the exponential model locally to the variograms constructed from the
retained data of image III. There is some limitation when the interpolation is
done by local Kriging when the number of points with known values inside the

Original image RMSE=13.82 RMSE=15.00

Fig. 6. The panel in the middle was reconstructed by global Kriging, while the panel
on the right by local. Although the panel in the middle has a lower RMS error then
the panel on the right, the panel on the right clearly looks as a better reconstruction.
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Table 1. Root mean square error using the various models.

Image

Subsampling Model I II III IV V

4% Fractal N/C (N/C) 32 (33) L = G (23) 21 (20) 13 (N/C)
Exponential 20 (20) 31 (30) 23 (24) 22 (21) L = G (25)
Spherical 27 (21) 36 (30) 27 (24) 33 (21) 30 (25)
Gaussian 51 (19) 33 (30) L = G (39) 72 (21) 30 (33)
Linear N/C (N/C) 33 (30) 25 (24) 22 (21) 25 (N/C)

6% Fractal N/C (N/C) 31 (31) L = G (21) 21 (19) 23 (N/C)
Exponential 20 (20) 29 (28) 21 (21) 20 (19) L = G (23)
Spherical 28 (N/C) 31 (28) L = G (21) 22 (19) 25 (23)
Gaussian 55 (20) 33 (28) L = G (29) 23 (20) 29 (29)
Linear N/C (N/C) 32 (28) 26 (21) 23 (19) 23 (N/C)

9% Fractal 18 (N/C) 18 (N/C) L = G (19) 19 (18) 21 (N/C)
Exponential 18 (19) 28 (26) 19 (19) 20 (18) L = G (22)
Spherical 24 (N/C) 30 (26) L = G (19) 22 (18) 24 (21)
Gaussian 25 (20) 36 (26) L = G (29) 24 (19) 32 (26)
Linear N/C (19) 28 ((N/C) 24 (19) 20 (18) 21 (N/C)

26% Fractal 16 (16) 23 (25) L = G (14) 19 (15) 17 (N/C)
Exponential 17 (15) 23 (16) 13 (41) 18 (16) L = G (16)
Spherical 19 (16) 24 (17) L = G (14) 18 (14) L = G (17)
Gaussian 29 (22) 47 (25) L = G (18) 37 (20) L = G (25)
Linear 17 (15) 23 (21) 19 (13) 18 (16) 33 (N/C)

45% Fractal 15 (13) 20 (22) L = G (11) 15 (12) 13 (N/C)
Exponential 15 (13) 21 (12) 10 (13) 16 (11) L = G (15)
Spherical 16 (20) 21 (13) L = G (11) 16 (12) L = G (13)
Gaussian 33 (21) 48 (42) L = G (33) 35 (28) L = G (32)
Linear 15 (13) 21 ((N/C) 17 (11) 16 (11) 86 (N/C)

local window is too low. To overcome this problem, we only perform Kriging if
the number of points with known values inside the local window is more then 5.
We then perform subsequent iterations where the pattern gradually emerges by
growing the “islands” of reconstructed pixels. Figures 3 – 5 show some examples
of such growth. Table 1 summarises the reconstruction results by giving the root
mean square error for each case. The error of the reconstruction using global
Kriging is given inside paratheses. N/C in the table means Non-Convergence
and L = G means that the local fitting produced such a value of hmax that the
“local” window was actually the whole image.

5 Conclusions

From the results presented here and many more results that we cannot report
due to lack of space, we concluded that local Kriging produces visually better
results than global Kriging. This is not confirmed by the RMS error values of
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Table 1, in general, where global Kriging appears to create better reconstruction.
Fig. 6 demonstrates this point. This shows that RMS is not the best way to assess
the quality of a reconstruction texture of all models tried, as texture is a pattern
rather than an exact deterministic image. The Gaussian model for variogram
fitting performed the worst among all models tried.
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Abstract. Grouping and segmentation of images remains a challenging
problem in computer vision. Recently, a number of authors have demon-
strated a good performance on this task using spectral methods that are
based on the eigensolution of a similarity matrix. In this paper, we im-
plement a variation of the existing methods that combines aspects from
several of the best-known eigenvector segmentation algorithms to pro-
duce a discrete optimal solution of the relaxed continuous eigensolution.

1 Introduction

The natural ability of the human visual system to separate an image into co-
herent segments or groups is extraordinary. This important phenomenon was
studied extensively by the Gestalt psychologists, nearly a century ago [10]. They
identified several key factors that contribute to human perceptual grouping pro-
cess, including cues such as proximity, similarity, symmetry, continuity, common
fate and familiarity.

An auspicious approach that has recently emerged uses spectral methods
for image segmentation. These methods use the eigenvectors of a matrix repre-
sentation of a graph to partition image into disjoint clusters with pixels in the
same cluster having high similarity and points in different clusters having low
similarity. A common characteristic among these techniques is the idea of cluster-
ing/separating pixels or other image elements using the dominant eigenvectors
of a n × n matrix derived from the pair-wise affinities between pixels, where n
denotes the number of pixels in the image. The affinity computed between pixels
captures their degree of similarity as measured by one or more cues.

The general belief that these methods work is based on proofs that if seg-
ments are very dissimilar, spectral methods will be able to separate them [5]. In
addition to, there is accumulated evidence that spectral methods find good or
acceptable segmentation as judged by human on a variety of real data sets [3],
i.e. these methods are effective in capturing perceptual organization features [2].
In spite of these facts, different authors still disagree on exactly which matrix
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and which eigenvectors they should use and how to proceed from the continuous
eigenvectors to the discrete segmentation.

In section 3 we propose a new multiclass spectral algorithm that combines
aspects from a set of algorithms to produce a discrete solution. The discretization
is efficiently computed in an iterative way using singular value decomposition
and non-maximum suppression. Mostly of previous works ([4], [5]) use a k-means
clustering to get a discrete solution from eigenvectors. Although these methods
can produce similar results to our approach, they may take twice as long to
converge. Moreover, while for k-means a good initial estimation is crucial our
method is robust to a random initialization.

2 Spectral Segmentation

2.1 Notation

We introduce some notation, before describing the algorithm in more detail.
Let the symmetric matrix W ∈ Rn×n denote the weighted adjacency matrix
for a graph G = (V,E) with nodes V representing pixels and edges E whose
weights capture the pair-wise affinities between pixels. Let A and B represent
a bipartition of V, i.e., A ∪ B = V and A ∩ B = ∅. The degree of dissimilarity
between these two groups can be computed as total weight of the edges that
must be removed to separate the groups. In graph theoretic language, it is called
the cut :

cut (A,B) =
∑

i∈A,j∈B

W (i, j) . (1)

Although there are efficient computational algorithms to find partitions that
minimizes the cut value, this criterion favours partitions which have small sizes
[11]. Shi and Malik [8] presented an extension of the cut criterion, called nor-
malized cut criterion:

ncut (A,B) =
cut (A,B)
links (A, V )

+
cut (A,B)
links (B, V )

, (2)

where links(A, V ) is the total edges weights connecting nodes of A to all nodes
in the graph, and links(B, V ) is similarly defined. This new criterion avoids the
segmentation of separated nodes. If we define links(A,A) as the total weights
of edges connecting nodes within A, we can also define a measure for the de-
gree of similarity within groups for a given partition. Using links(A, V ) as a
normalization term, we can get normalized links such as:

nlinks (A,B) =
links (A,A)
links (A, V )

+
links (B,B)
links (B, V )

. (3)

A simple calculation shows that ncut (A,B) = 2−nlinks (A,B). Hence mini-
mizing the degree of dissimilarity between the groups and maximizing the degree
of similarity within the group, can be satisfied simultaneously by the normalized
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cut. Therefore, this criterion favours both tight connections within partitions
and loose connections between partitions. Among numerous partitioning crite-
rion only minimum cut [11] and normalized cut have this duality property.

A common matrix representation of graphs is the Laplacian. Let D be the
degree diagonal matrix of W such that Dii =

∑
j Wij , i.e. Dii is the sum of the

weights of the connections from node i to all other nodes in the graph W. Then
the Laplacian of W is the matrix L = (D −W ).

2.2 Previous Works

We can classify spectral methods in two classes: recursive spectral segmentation
[8] - these algorithms try to split the data into two partitions based on a single
eigenvector and are then recursively used to generate more partitions; and multi-
way spectral segmentation ([4], [5], [12]) - these algorithms use information from
multiple eigenvectors to do a direct multi-way partition of data. Experimentally
it has been observed that using more eigenvectors and directly computing a k
way partitioning produces better results (e.g. [2], [4], [5]).

As we saw above, a good segmentation corresponds to a partitioning scheme
that separates all the nodes of a graph by cutting off the weakest links among
them, i.e. minimizes the cut value. Wu and Leahy [11] proposed a clustering
method based on the minimum criterion that minimizes (1). However, as the
authors also noted in their work, and since the cut increases with the number
of edges going across the two clusters, the minimum cut criteria favours cutting
small sets of isolated nodes in the graph.

Shi and Malik proposed to use a normalized similarity criterion to evaluate a
partition. One key advantage of using the normalized cut is that it makes possible
to find a good approximation to the optimal partition1. The approximation to
the optimal partition can be found by computing:

minxncut (x) = min
y

yT (D −W ) y
yTDy

, (4)

subject to the constraints that y (i) ∈ {−1, 1} and yTD1 = 0. y is a binary
indicator vector specifying the group identity for each pixel and 1 is the vector
of all ones. Notice that the above expression is a Rayleigh quotient, so if we
relax y to take on real values (instead of two discrete values), the minimization
becomes equivalent to solving the generalized eigenvalue system,

D−1/2 (D −W )D−1/2z = μz , (5)

where z = D
1/2y. Shi and Malik verified that for the two-class normalized cut

criterion, the global optimum in the relaxed continuous domain is given by the
second smallest generalized eigenvector. This eigenvector of W is thresholded in
order to cut the image into two parts. This process can be continued recursively

1 Minimizing normalized cut exactly is a NP-complete problem.
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as desired. However, as Shi and Malik noted, there is no guarantee that the
solution obtained will have any relationship to the correct discrete solution.

The Scott and Longuet-Higgins algorithm [7] constructs a matrix M whose
columns are the first k eigenvectors of W, normalizes the rows of M and con-
structs a matrix Q = MMT . It produces a good segmentation if Q has only
1’s or 0’s. They use a not normalized similarity matrix. In [9], Weiss proposed
an interesting combination of the Shi and Malik algorithm and the Scott and
Longuet-Higgins algorithm and proved that it produces the best result. Meila
and Shi algorithm [4] uses a random walk view in terms of the stochastic ma-
trix P, with elements Pij , obtained by normalizing the rows of W to sum 1.
P = D−1W or Pij = Wij/Di . This matrix can be viewed as defining a Markov
random walk over nodes V, with Pij being the transition probability p [ i→ j| i].

Equation (5) can be solved by a simpler eigensystem:

Px = λx . (6)

The eigenvalues of P are 1 = λ1 ≥ λ2 ≥ ... ≥ λn ≥ −1 and the corresponding
eigenvectors are x1, x2, ..., xn. Then from (5) we get,

μi = 1− λi and zi = D
1/2xi . (7)

for all i = 1, ..., n. Note that this ensures that the eigenvalues of P are always real
and the eigenvectors are linearly independent. Meila and Shi [4] form a matrix X
whose columns are the eigenvectors corresponding to the k largest eigenvalues
of P and then cluster the rows of X as points in a k -dimensional space.

Ng et al. [5] use a different spectral mapping that behaves very similar to the
Meila and Shi algorithm. It is proved that if the regions are well separated in
the sense that the similarity matrix W is almost block diagonal, and if the sizes
of the regions and the degrees of individual nodes don’t vary too much, the rows
of the X matrix cluster near k orthogonal vectors in Rk . This fact suggested
the orthogonal initialization presented by Yu and Shi in [12].

3 Our Approach

We propose a multiclass algorithm based on a combined approach that uses
random walk approach proposed by Meila and Shi [4] to create a normalized
weight matrix P ; Then, it solves an eigensystem and generates a matrix X, in
the same manner as proposed by Ng et al. [5]; Finally, it uses a discretization
process, proposed by Yu and Shi [12], more efficient than the k-means method,
since it is robust to random initialization and converges faster.

3.1 The Algorithm

In an ideal case, the eigenvectors should only take on discrete values and the
signs of the values can tell us exactly how to partition the graph. However,
the eigenvectors can take on continuous values with very small variation among
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Fig. 1. Continuous vs. discretized eigenvectors: a. A generalized continuous eigenvector
of W. b. A horizontal cross section through the pixels in a. c. The discrete solution of
the same eigenvector. d. A cross section through the pixels in c.

them. Figure 1 shows the relation between continuous and discretized eigenvec-
tors. Although there is correct information in this continuous solution, it could
be very hard to split the pixels into segments.

Our goal is to find the right orthogonal transform that leads to a discrete
solution that satisfies the binary constraints of (4), yet it is closest to the con-
tinuous optimum. The result of such discrete solution is presented in Fig. 1.d.
Note that pixels referring to the head are nearly all 1, while others are much
smaller. From this result it is very easy to segment the image.

To obtain a discrete solution we follow the heuristics presented by Yu and
Shi in [12]. Due to the orthogonal invariance of the eigenvectors, any continuous
solution can be replaced by Ỹ R for any orthogonal matrix R ∈ Rk×k. An optimal
partition Y should satisfy the following conditions:

min φ (Y,R) =
∥∥∥Y − Ỹ R

∥∥∥2 with Y ∈ {0, 1}n×k , Y 1k = 1n, R
TR = Ik . (8)

where 1k and 1n are vectors of all ones, and Ik is the identity matrix.
This can be solved by an iterative optimization process:

– Given R, we want to minimize φ (Y ) =
∥∥∥Y − Ỹ R

∥∥∥2. The optimal solution is
given by non-maximum suppression:

Y (i,m) = istrue
(
m = argmax

[
Ỹ (i, k)

])
, i ∈ V, m ∈ {1..k} . (9)

We let the first cluster centroid be a randomly chosen row of the continuous
solution Ỹ , and then repeatedly choose as the next centroid the row of Ỹ that
is closest to being 900 from all the centroids already picked.

– Given Y, we want to minimize φ (R) =
∥∥∥Y − Ỹ R

∥∥∥2. The solution is given
by singular value decomposition (SVD):

U ·Ω · ŨT = SVD
(
Y T Ỹ

)
. (10)

So, we can get,
R = ŨUT with minφ (R) = 2 (n− tr (Ω)) . (11)

Such iterations monotonously decrease the distance between a discrete solu-
tion and the continuous optimum. The larger tr (Ω) is, the closer Y is to Ỹ R.
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Our segmentation algorithm consists of the following steps:

1. Set the diagonal elements Wii to 0 and compute the normalized matrix P.
2. Let 1 = λ1 ≥ ... ≥ λk be the k largest eigenvalues of P and x1, ..., xk the

corresponding eigenvectors. Form the matrix X by stacking the eigenvectors
in columns.

3. Form the matrix Ỹ from X by renormalizing each of X ’s rows to have unit
length: Ỹ = X ·Diag−1/2

(
XXT

)
.

4. Initialize orthogonal matrix R with random lines of Ỹ .
5. Find the optimal discrete solution Y by (9).
6. Find the optimal orthogonal matrix R by (11).
7. While |tr(Ω) − φ| > eps go to step 5.
8. Merge very similar neighbour regions which don’t have edges among them.

3.2 Initialization of Affinity Matrix W

The quality of a segmentation based on the pair-wise similarities fundamentally
depends on the weights that are provided as input. The weights should be large
for pixels that should belong to the same group and small otherwise.

We associate to each pixel in the image a descriptor that captures brightness
in a neighbourhood of the pixel. The similarity between two pixels is a function
of the difference in their descriptors. Images are first convolved with oriented
filter pairs ( Fig. 2.b) to extract the magnitude of orientation energy (OE) of
edge responses, as used by Malik et al. in [2]. At each pixel i, we can define
the dominant orientation as θ∗ = argmaxOEθ and OE∗ as the corresponding
energy. The value OE∗ is kept at the location of i only if it is greater than or
equal to the neighbouring values. Otherwise it is replaced with a value of zero.

For each pair of pixels, pixel affinity is inversely correlated with the maximum
contour energy encountered along the path connecting the pixels (Eq. 12). A
large magnitude indicates the presence of an intervening contour and suggests
that the pixels do not belong to the same segment.

W (i, j) =

{
exp
[
−maxt∈(0,1) OE∗(si+t·sj)

2σ2
e ·maxl OE∗(sl)

]
if ‖si − sj‖ < r

0 otherwise
, (12)

where si denotes the spatial location of pixel i, l is the straight line between
pixels, t is a binary value which takes value ’1’ if the phases of the pixels are
different, and r defines the city-block distance.

Figure 2 illustrates the intuition behind this idea. The intensity values of
pixels p1, p2 and p3 are very similar. However, there is a contour among them,
which suggests that p1 and p2 belong to one group while p3 belongs to another.

3.3 Experiments

To test our algorithm, we applied it to a set of images from the Berkeley Seg-
mentation Dataset [3]. It contains 12.000 manual segmentations of 1.000 images
by 30 human subjects. Each image has been segmented by at least 5 subjects,
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(a) (b) (c)

Fig. 2. Similarity matrix W is computed based on intensity edge magnitudes: a. The
original image. b. The oriented filter pairs. c. Orientation energy.

so the ground truth is defined by a set of human segmentations. Martin et al.
[3] declare two pixels to lie in the same segment only if all subjects declare that.

Figure 3 compares our results with the ground truth defined by Martin et al..
The column (Fig. 3.b) shows the results of some experiments with our algorithm
and column (Fig. 3.c) represent the ground truth. Note that these ground truth
images represent the probability that a segment will be chosen, if analysed by a
person. We can see that our method reliably finds segments consistent with that
an human would have chosen.

(a) (b) (c)

Fig. 3. Results of some experiments with the proposed algorithm: a. The original
image. b. Our results. c. Berkeley ground truth.

3.4 Computation Time

The most time consuming part of the method is step 2, with a time complexity
of O

(
n

3/2k
)

using a Lanczos eigensolver [6]. The total time complexity of the

algorithm is around O
(
n

3/2k + 2nk2
)
. On a 1.4GHz Intel� CentrinoTM proces-

sor, our method takes about 3 seconds on segmenting an 180× 120 image, with
k = 10, in C. This time could be greatly reduced by using the Nyström method
proposed by Fowlkes et al. [1].
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4 Conclusion

In this paper, we have presented a variation of the existing methods that com-
bines aspects from different eigenvector segmentation algorithms. The heuristics
are simple to implement as well as computationally efficient. Experimentally, we
have demonstrated the potential of our approach for brightness and proximity
image segmentation. However this model is general and can also be applied in a
variety of image analysis. The improvement of the methodology can be achieved
by designing better similarity distances between pixels. This can be done by
using other cues such as texture or colour. However, good ways of combining
these cues into one similarity matrix is still an open issue. Nevertheless, in the
context of a specific application, dedicated similarity distances could be defined
and lead to more precise segmentation results.
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Abstract. We present in this paper the application of mathematical
morphology operators through a transformation of the Cartesian image
into another geometric space, i.e. pol-log image. The conversion into
polar-logarithmic coordinates as well as the derived cyclic morphology
provides satisfying results in image analysis applied to round objects
or spheroid-shaped 3D-object models. As an example of application, an
algorithm for the shape analysis of the shape of red blood cells is given.

1 Introduction

A fundamental advantage of mathematical morphology [9] applied to image pro-
cessing is that it is intuitive since it works directly on the spatial domain: the
structuring elements considered as the “basic bricks” play the same role as fre-
quencies do in the analysis of the sound. However, by using the discrete metrics
and grids, which are more or less close to the Euclidian ones, we can not achieve
the desired results when working on round objects.

It has been frequently suggested that the image should be transformed to
other domains which would be adapted to the nature of the object or to the
analysis that must be carried out (i.e. Fourier descriptors). This paper (extracted
from [7]) proposes to use mathematical morphology operators through a transfor-
mation of the image into another geometric space that would present an intuitive
nature. Therefore, we try to find a representation system which would present
more advantages than the traditional Cartesian representation when processing
and analizing images which contain some kind of radial symmetry, or in general,
which have “a center”. The selected transformation is the polar-logarithmic rep-
resentation (or log-pol coordinates [12]). This mapping has already been used
to map the visual cortex of primates [10](the photoreceptors of the retina are
placed according to the same organization). Thus, this model of “log-pol fovea”
is applied mainly to the artificial vision systems of robots [3], for which the need

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 199–206, 2005.
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for real time processing of the visual information gives rise to the same problem
regarding resource-optimization that the human visual system encounters. In
addition, due to its scientific utility in describing fundamental aspects of human
vision, the artificial “fovea” has been applied in order to assess the optical flow,
to encode narrowband video, or else to recognize and track objects [2].

2 Log-Pol Coordinates

2.1 Definition

The polar-logarithmic transformation converts the original image (x, y) into an-
other (ρ, ω) in wich the angular coordinates are placed on the vertical axis and
the logarithm of the radius coordinates are placed on the horizontal one (fur-
thermore a normalization has to be carried out in order to implement the trans-
formation), see Fig. 1(a). More precisely, with respect to a central point (xc, yc):
ρ = log(

√
(x− xc)2 + (y − yc)2, 0 ≤ ρ ≤ ρmax; ω = arctan (y−yc)

(x−xc)
, 0 ≤ ω < 2π.

pseudocode direct transformation (x, y) =⇒ (ρ, ω)
for ρ = 1 : R {; for ω = 1 : W {;
x = ΔXmax

R R
ρ
R cos(2πω

W ) +Xcentral ; y = ΔYmax

R R
ρ
R sin(2πω

W ) + Ycentral

ImageV alue(ρ, ω) = ImageV alue(f(x, y)) } }

2.2 Properties

Rotation. Because of the periodic nature of the angular component, rotations
in the original Cartesian image become vertical cyclic shifts in the transformed
log-pol image.

Scaling. The changes of size in the original image become horizontal shifts in the
transformed image, according to the autosimilarity property of the exponential
function, i.e. λ is the scale factor, r′ = λr ⇒ ρ′ = logλr = logλ+log r = cte+ρ.

Choice of a Center. Due to the definition of the pol-log image, the choice of
the center (xc, yc) is crucial. In fact, all the algorithms are sensitive to variations
of the center, since the existence of a center is the principal prerequisite for all
further developments. If the center point is not previously defined by the nature
of the object, the choice of the center of gravity as central point is deemed
adequate for most of cases.

If the goal is to analyze extrusions, the maximum of the distance function
from the binary mask (the ultimate eroded set) can be considered as a sat-
isfactory choice. This center maximizes the inscribed circumference within the
object, however the main drawback is that this maximum can be multiple (set of
regional maxima). In general, a better choice would correspond to the geodesic
center defined as the minimum of the propagation function (if the set has no
hole the propagation function reaches its minimum value at a unique point) [6].
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3 Cyclic Morphology

3.1 Definition

Let f(x, y) be an image defined on the discrete space E ⊂ Z2, (x, y) ∈ (Z ×Z),
with values of the complete lattice T (for simplicity the complete lattice is
considered to be T = Z or a subset from Z corresponding to the grey lev-
els T = {0, 1, · · · , 255}). The extension of the operators from classical mathe-
matical morphology to the log-pol representation is achieved by changing the
support of the image in order to introduce the principle of periodicity. The
log-pol transformation of the function f(x, y) generates a new function im-
age f̂(ρ, ω) : Eρ,ω −→ T , where the support of the image is the space Eρ,ω ,
(ρ, ω) ∈ (Z×Zp) and where the angular variable ω ∈ Zp is periodic with period p
equivalent to 2π. A new relation of neighborhood is established where the points
at the top of the image (ω = 0) are neighbors to the ones at the bottom of the
image (ω = p− 1), therefore the edge connection should only take into account
in the radial direction. The image can be seen as a strip where the superior and
the inferior borders are joined, see Fig. 1(b).

(a) (b)

Fig. 1. (a) Example of conversion (x, y) → (ρ, ω) ((xc, yc) corresponds to the body
center of the crab). (b) Dilatation of one point by a square in log-pol coordinates.

The aim of this change is to preserve the invariance with respect to rotations
in the Cartesian space, when morphological operations are done in the log-pol
space, see an example in Fig. 2.

(a) (b) (c) (d)

Fig. 2. (a) Original and 180o rotation, (b) Direct transformation: pol-log, (c) Closing
using as SE a centered square, (d) Invert transformation: Cartesian.
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3.2 Implementation

In order to implement the new neighborhood relation and to be able to use
morphological operators, two possibilities are considered:

– Modify the neighborhood relation and the basics operators code (erosion,
dilation, etc.) by adding the operator “module of the size of the image in
the direction of the cyclic coordinate”. So if (ρ, ω) corresponds to the (x, y)
axes, “y” should be substituted by “y mod(ymax)” for the whole code.

– Extend the image along its angular direction by adding the top part of the
image onto the bottom and the bottom part onto the top. The size of the
vertical component from each part should be bigger than the size of the
vertical component of the structuring element in order to avoid a possible
edge effect. After having “cycled the image”, morphological operators should
be applied as usual and only the image corresponding to the initial mask
should be kept. In Fig. 3 an illustrative example is shown. With this system
all the existing code is recyclable.

(a) (b) (c) (d)

Fig. 3. Example of 2D Cyclic dilation: (a) Original , (b) “Cycled image”, (c) Dilation
by a square, (d) Original image mask: cyclic dilation.

3.3 Meaning of the Structuring Elements

The use of classic structuring elements (SE) in the log-pol image is equivalent
to the use of “radial - angular” structuring elements in the original image. A
vertical structuring element corresponds to an arc in the original image and a
square corresponds to a circular sector (see fig. 4). For all the examples here
presented, the center of the SE corresponds to the central point.

(a) (a’) (b) (b’) (c) (c’)

Fig. 4. Pol-log structuring elements (a,b,c) and their equivalence in the Cartesian
space(a’,b’,c’). For all these exemples (xc, yc) is the central point of the image.

It is worth noting the fact that horizontal and vertical neighborhoods respec-
tively acquire radial and angular sense in the original image; for instance, the
transformation from a circumference is a vertical straight line.
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4 Tools

Once cyclic morphology is defined, all the classic operators from mathematical
morphology can be applied, giving at first view very interesting results for a
certain kind of images. Some examples are given below.

4.1 Circular Filtering

One of the immediate applications is a method for extracting inclusions or ex-
trusions from the contour of a relatively rounded shape with simple openings or
closings [9]. The proportion of the vertical size of the structuring element with
respect to the whole vertical size represents the angle affected in the original
Cartesian image. With respect to a classical extraction in Cartesian coordinates,
the choice of size is not as critical, making this a very advantageous point. It
is due to the large zone plate in the openings/closings spectrum that is always
found after a determined value (until the complete elimination of the object).

(a) (b) (c) (d) (d)

Fig. 5. Extremities segmentation from “Leiurius quinquestriatus”: (a) Original, (b)
Binary mask, (c) Log-pol transformation ((xc, yc) corresponds to the body center), (d)
Opening with a vertical structuring element sized 20% of the whole image (i.e. 72o),
(e) Invert transformation.

4.2 Radial Skeleton

Let g be an image with only a connected component object. Let ĝ be the log-pol
transformation of g. If the chosen center to transformation g → ĝ is inside the
object, the frontier of the object in ĝ goes from the top of the image (ω = 0o) to
the bottom (ω = 360o), and the connected component region resulting from the
transformation of the object remains on the left of the edge (ρ < ρedge). If we
apply an homotopic thinning [8] to ĝ (according to the cyclic neighborhood); a
skeleton is obtained mainly in the horizontal direction. This construction, when
coming back to the Cartesian space, makes the skeleton to acquire a radial sense.

Therefore, we define a radial inner skeleton as the skeleton obtained by an
homotopic thinning from the log-pol transformation of an objet. The invert
transformation to Cartesian coordinates from the branches of the radial inner
skeleton has radial sense and tends to converge on the center (ρ = 0). We also de-
fine the radial outer skeleton as the skeleton obtained by an homotopic thinning
from the inverted image of the log-pol transformation of an object. The invert
transformation to Cartesian coordinates from the branches of the radial outer
skeleton has radial sense and this time, they tend to diverge to an hypothetical
circumference in the infinity (ρ −→∞), see examples given in Fig. 6 and 8.
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(a) (b) (c) (d) (e)

Fig. 6. Radial outer Skeleton: (a) Original , (b) Log-pol transformation (c) Inverted
image , (d) Thinning, (e)Results in cartesian space.

5 Erythrocyte Shape Analysis:
Inclusions and Extrusions Extraction Algorithm

In hematology, the visual analysis of the morphology of erythrocytes (size, shape,
color, center,...) is of vital importance as it is well known that anomalies and
variations from the typical red blood cell are associated with anemia or other
illnesses [4]. In Fig. 7 a selection of abnormal erythrocytes is shown. We present
hereafter one of the algorithms dedicated to the shape analysis developed in
the MATCHCELL2 project [7], [1]. The aim of this algorithm is to extract the
inclusions or extrusions from the erythrocyte shape, which is ideally round.

(a) (b) (c) (d) (e)

Fig. 7. (a) Normal erythrocyte, (b) “Mushroom” erythrocyte, (c) “Spicule” erythro-
cyte , (d) “Echinocyte” erythrocyte, (e) “Bitten” erythrocyte.

5.1 Algorithm

An algorithm for the extraction of extrusions and the identification of “mush-
room” class is presented. It starts with the binary mask of the segmented ery-
throcyte, image (A), and the results correspond to image (G), see Fig. 8). If
(G)�= ∅ and the verifications are confirmed, it is classified as “mushroom” ery-
throcyte (we have considered the gravity center as the center of the log-pol
transformation).

1◦/ Log-pol transformation from (A) ⇒ (B). 2◦/ Radial inner skeleton from
(B) ⇒ (C). 3◦/ Circular filtering: Residue from a vertical opening of 120o

(maximal admissible angle for the extrusion) from (B) ⇒ (D)=extrusion can-
didates. 4◦/ Geodesic reconstruction from (D) using as markers (D)∩(C) ⇒
(E). 5◦/ Biggest connected set from (E) ⇒ (F). We verify that [Surface(F ) >
μ1Surface(E)]. 6◦/ We verify that two branches of (D) reconstruct (F). 7◦/ We
verify that [Surface(F )/sizeimage > μ2]. 8◦/Invert transformation from (F) to
Cartesian coordinates ⇒ (G)1.
1 μ1 and μ2 are fixed experimentally to 0.75 and 0.005.
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(A) (B) (C) (D) (E) (G) (A ∪ G)

1-(A) 1-(E) 2-(A) 2-(E) 3-(A) 3-(E)

Fig. 8. Upper row, extrusion extraction algorithm for “mushroom” erythrocytes. Lower
row, other examples of “mushroom” extraction (1,2,3).

Moreover, an analogous algorithm in order to extract the inclusions has been
developed by applying the radial outer skeleton (step 2), and a closing instead
of an opening (step 3).

5.2 Validation of the Approach

The algorithm has an efficient and robust performance in the extraction of inclu-
sions and extrusions. The use of the skeleton in order to sieve the candidates gives
much greater robustness than would a mere opening or closing. This procedure
refines small connected components preselected as deformations. Furthermore,
the examples corresponding to “bitten”, “spicules” and “mushroom” have been
correctly classified (see more examples and details in [7]).

6 Conclusions and Perspectives

The fundamental idea here presented is that the conversion of the image into
another intuitive geometric representation can provide advantages over the tra-
ditional Cartesian representation. Regarding mathematical morphology, the key
issue is to obtain structuring elements that are adapted to the nature of the
objects to be analyzed, not by deforming them, but by transforming the image
itself. The conversion into polar-logarithmic coordinates as well as the derived
cyclic morphology appears to be a field that may provide satisfying results in im-
age analysis applied to round objects or spheroid-shaped 3D-object models [7].
Basically, we have presented binary image processing and some of its basic tools,
however the study of more complex morphological operators still remains, as well
as a deeper developing of image processing for grey-scale or color.
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Abstract. Hyperspectral applications in remote sensing are often fo-
cused on determining the so-called spectral signatures, i.e., the reflectan-
ces of materials present in the scene (endmembers) and the corresponding
abundance fractions at each pixel in a spatial area of interest. The de-
termination of the number of endmembers in a scene without any prior
knowledge is crucial to the success of hyperspectral image analysis. This
paper proposes a new mean squared error approach to determine the
signal subspace in hyperspectral imagery. The method first estimates
the signal and noise correlations matrices, then it selects the subset of
eigenvalues that best represents the signal subspace in the least square
sense.

1 Introduction

Hyperspectral remote sensing imagery is an important technology for monitoring
the environment. Hyperspectral imagery is widely used in many applications such
as land cover classification, mineral mapping, and detection of targets activities
[1].

Hyperspectral systems have improved significantly through recent advances
in sensor technology, being able to acquire many narrow contiguous bands of high
spectral resolution in optical and infrared spectra [2, 3]. Hyperspectral sensors
provide more detailed and accurate information of the spatial region than their
multispectral ancestors, leading, however, to higher dimensional data sets.

Each pixel of an hyperspectral image can be considered as a vector in the
space �L, where L is the number of bands. Under the linear mixing scenario,
the spectral vectors are a linear combination of a few vectors, the so-called end-
member signatures. Therefore, the dimensionality of data is usually much lower

� This work was supported by the FCT, under the projects POSI/34071/CPS/2000
and PDCTE/CPS/49967/2003 and by DEETC of ISEL.
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than the number of bands. A key problem in dimensionality reduction in hy-
perspectral imagery is the determination of the number of endmembers, termed
intrinsic dimension (ID) of the data set. The estimation of the ID allows a cor-
rect dimension reduction and thus gains in computational time and complexity.
Moreover, the projection of spectral vectors onto a subspace of lower dimension
improves the signal-to-noise ratio (SNR).

There are basically two approaches for estimating ID [4]: global and local.
The first estimates ID of data set as a whole. The second estimates ID using
information contained in sample neighborhoods. The latter approach avoids the
projection of data onto a lower-dimensional space. Projection techniques, which
are generally used as global approaches, seek for the best subspace to project data
by minimizing an objective function. For example principal component analysis
(PCA) [5] seeks the projection that best represents data in the least square
sense; maximum noise fraction (MNF)[6] or noise adjusted principal components
(NAPC)[7] seeks the projection that optimizes the ratio of noise power to signal
power. This is in contrast with PCA where no noise model is used.

Topological methods are local approaches that estimate the topological di-
mension of a data set [8]. For example curvilinear component analysis (CCA) [9]
and curvilinear distance analysis (CDA) [10] are non-linear projections that are
based on the preservation of the local topology.

Recently Harsanyi, Farrand, and Chang developed a Neyman-Pearson de-
tection theory-based thresholding method, referred as HFC, to determine the
number of spectral endmembers in hyperspectral data (see [11] chapter 17).

This paper proposes a method to estimate the number of endmembers in
hyperspectral linear mixtures. The method first estimates the noise correlation
matrix based on multiple regression theory, assuming spectral smoothness. Then
an eigen-decomposition of the signal correlation matrix estimates is done.

To determine the signal subspace dimension, we identify the subset of eigen-
values that best represents, in the least square sense, the mean value of data set
[12]. Since hyperspectral mixtures have nonnegative components, the projection
of the mean value on any signal subspace eigenvector is always non-zero.

The paper is structured as follows. Section 2 describes the fundamentals of
the proposed method. Section 3 evaluate the proposed algorithm using simulated
and real data. Section 4 ends the paper by presenting some concluding remarks.

2 Subspace Estimation

Let Y =
[
Y1,Y2 . . .YN

]
be a L ×N matrix of spectral vectors, one per pixel,

where N is the number of pixels and L the number of bands. Assuming a linear
mixing scenario, each observed spectral vector is given by

y = x + n

= Ms + n, (1)

where y is an L-vector, M ≡ [m1,m2, . . . ,mp] is the mixing matrix (mi denotes
the ith endmember signature and p is the number of endmembers present in
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the covered area), s = [s1, s2, . . . , sp]T is the abundance vector containing the
fractions of each endmember (the notation (·)T stands for vector transposed)
and n models system additive noise.

Owing to physical constraints [13], abundance fractions are non-negative (s �
0) and satisfy the so-called positivity constraint 1T s = 1, where 1 is a p×1 vector
of ones.

The correlation matrix of vector y is Ry = Rx + Rn, where Rx = MRsM
is the signal correlation matrix, Rn is the noise correlation matrix and Rs is
the abundance correlation matrix. An estimate of the signal correlation matrix
is given by

R̂x = R̂y − R̂n, (2)

where R̂y = YYT /N is the sample correlation matrix of Y, and R̂n is an
estimate of noise covariance.

Assuming that the spectral reflectance of endmembers varies smoothly, the
noise correlation matrix R̂n can be inferred based on multiple regression theory
[14]. This consists in assuming that

Yi = θiβi + εi, (3)

where θi = [Y1, . . . ,Yi−1,Yi+1, . . . ,YL] is the explanatory data matrix, βi =
[β1, β2, . . . , βL]T are the regression parameters, and εi random errors. Vector βi

is inferred from Y for i = 1, 2, . . . , L by multiple regression theory. Finally, we
compute ε̂i = Yi − θiβ̂i.

Figure 1 left, illustrates, based on simulation, the reflectance x and x + n
for a given pixel. Figure 1 right, presents true and estimated noise for the same
pixel. Notice the similarity.

Matrix R̂n is the sample covariance of the estimated noise ε̂i.

Fig. 1. Left: Illustration of the noise estimation based on spectral smoothness; Bold
line: Reflectance of a pixel; Narrow line: Noise corrupted reflectance; Right: solid line:
true noise; dashed line: estimated noise.
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Let the singular value decomposition (SVD) of R̂x be,

R̂x = EΣET , (4)

where E = [e1, . . . , ek, ek+1 . . . , eL] is a matrix with the singular vectors or-
dered by the descendent magnitude of the singular values. The space �L can be
splitted into two orthogonal subspaces: < Ek > spanned by Ek = [e1, . . . , ek]
and < E⊥

k > spanned by E⊥
k = [ek+1, . . . , eL], where k is the order of the signal

subspace.
Since hyperspectral mixtures have nonnegative components, the projection

of the mean value of Y onto any eigenvector ei, 1 ≤ i ≤ k, is always nonzero.
Therefore, the signal subspace can be identified by finding the subset of eigen-
values that best represents, in the least square sense, the mean value of data
set.

The sample mean value of Y is

y =
1
N

N∑
i=1

Yi

= M
N∑

i=1

si +
1
N

N∑
i=1

ni

= c + w, (5)

where c is in the signal subspace and w ∼ N (0,Rn/N) [the notation N (μ,C)
stands for normal density function with mean μ and covariance C]. Let ck be the
projection of c onto < Ek >. The estimation of ck can be obtained by projecting
y onto the signal subspace < Ek >, i.e., ĉk = Pky, where Pk = EkET

k is the
projection matrix.

The first and second order moments of the estimated error c− ĉk are

E
[
c− ĉk

]
= c− E

[
ĉk

]
= c− E

[
Pky

]
= c−Pkc
= c− ck

≡ bk, (6)

E
[
(c− ĉk)(c− ĉk)T

]
= bkbT

k + PkRnPT
k /N, (7)

where the bias bk = P⊥
k c is the projection of c onto the space < E⊥

k >. Therefore
the density of the estimated error c− ĉk is N (bk,PkRnPT

k /N),
The mean squared error between c and ĉk is

mse(k) = E
[
(c − ĉk)T (c− ĉk)

]
= tr{E

[
(c− ĉk)(c − ĉk)T

]
}

= bT
k bk + tr(PkRnPT

k /N). (8)
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where tr(·) denote the trace operator. Since we do not know the bias bk, an
approximation of (Eq. 8) can be achieved by using the bias estimates b̂k =
P⊥

k y. However, E
[
b̂k

]
= bk and E

[
b̂T

k b̂k

]
= bT

k bk + tr(P⊥
k RnP⊥

k

T
/N), i.e.,

an unbiased estimate of bT
k bk is b̂T

k b̂k − tr(P⊥
k RnP⊥

k

T
/N). The criteria for the

signal subspace order determination is then

k̂ = argmin
k

(
b̂T

k b̂k + tr(PkRnPT
k /N)− tr(P⊥

k RnP⊥
k

T
/N)
)

= argmin
k

(
yT P⊥

k

T
P⊥

k y + 2tr(PkRn/N)− tr(I/N)
)

= argmin
k

(
yT P⊥

k y + 2tr(PkRn/N)
)
, (9)

where I is the identity matrix.

3 Experiments

3.1 Computer Simulations

In this section we test the proposed method in simulated scenes. The spectral
signatures are selected from the U.S. geological survey (USGS) digital spectral
library [15]. Abundance fractions are generated according to a Dirichlet distri-
bution given by

p(α1, α2, . . . , αp) =
Γ (μ1 + μ2 + . . . + μp)
Γ (μ1)Γ (μ2) . . . Γ (μp)

αμ1−1
1 αμ2−1

2 . . . αμp−1
p , (10)

where 0 ≤ αi ≤ 1,
∑p

i=1 αi = 1, E[αi] = μi/
∑p

k=1 μk is the expected value of
the ith endmember fraction, and Γ (·) denotes the Gamma function.

The results next presented are organized into two experiments: in the first
experiment the method is evaluated with respect to the SNR and to the number
of endmembers (p). We define SNR as SNR ≡ 10 log10

(
E
[
xT x

]
/E
[
nT n

])
. In

the second experiment, the method is evaluated when some endmembers are
present in a few pixels of the scene.

In the first experiment, the hyperspectral scene has 104 pixels and the num-
bers of endmembers varies from 3 to 15. The abundance fractions are Dirichlet
distributed with mean value μi = 1/p, for i = 1, . . . , p.

Fig. 2 left shows the evolution of the mean squared error, i.e., yT P⊥
k y +

2tr(PkRn/N) as a function of the parameter k, when SNR = 35 dB and p = 5.
This figure shows that the minimum of the mean squared error occurs when
k = 5, which is equal to the number of endmembers present in the image.

Table 1 presents the signal subspace order estimate as function of the SNR
and of p. In this table it is compared the proposed method and the virtual
dimensionality (VD), recently proposed in [11]. The VD was estimated by the
NWHFC based eigen-thresholding method using the Neyman-Pearson test with
the false-alarm probability set to Pf = 10−4. The proposed method finds the
correct ID for SNR larger than 25 dB, and under estimates ID as the SNR
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Fig. 2. Left: mean squared error versus k, with SNR = 35 dB, p = 5; (first experiment)
Right: mean squared error versus k, with SNR = 35dB, p = 8 (3 spectral vectors occur
only on 4 pixels each; (second experiment).

Table 1. k̂ as function of SNR and of p; Bold: Proposed method; In brackets: VD
estimation with NWHFC method and Pf = 10−4.

k̂

Method New (VD) New (VD) New (VD) New (VD) New (VD)

SNR (in dB) 50 35 25 15 5

p = 3 3 (3) 3 (3) 3 (4) 3 (4) 3 (2)
p = 5 5 (6) 5 (6) 5 (6) 5 (6) 4 (3)
p = 10 10 (11) 10 (11) 10 (9) 8 (8) 6 (2)
p = 15 15 (16) 15 (15) 13 (13) 9 (9) 5 (2)

decreases. In comparison with the NWHFC algorithm the proposed approach
systematically yields better results.

In the second experiment SNR = 35 dB and p = 8. The first five endmembers
have a Dirichlet distribution as in the previous experiment and the other three
are forced to appear only in 4 pixels each one. Fig. 2 right show the mean squared
error versus k, when p = 8. The minimum of mse(k) is achieved with k = 8.
This means that the method is able to detect the rare endmembers in the image.
However, this ability degrades as SNR decreases, as expected.

3.2 Cuprite Experiments

In this section, we apply the proposed method to real hyperspectral data col-
lected by the AVIRIS [3] sensor over Cuprite, Nevada. Cuprite is a mining area
in southern Nevada with mineral and little vegetation [16]. Cuprite test site, lo-
cated approximately 200 Km northwest of Las Vegas is a relatively undisturbed
acid-sulfate hidrothermal system near highway 95. The geology and alteration
were previously mapped in detail [17, 18]. A geologic summary and a mineral
map can be found in [16]. This site has been extensively used for remote sens-
ing experiments over the past years [19, 20]. This study is based on subimage
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( 250 × 190 pixels and 224 bands) of a data set acquired on the AVIRIS flight
19 June 1997 (see Fig. 3 left). AVIRIS instrument covers the spectral region
from 0.41μm to 2.45μm in 224 bands with 10nm bands. Flying at an altitude of
20km, it has an instantaneous field of view (IFOV) of 20m and views a swath
over 10km wide.

The method proposed when applied to this data set estimates k̂ = 23 (see
Fig. 3 right). According to the truth data presented in [16], there are 8 materials
in these area. This difference is due to the following:

1. Rare pixels are not accounted in the truth data [16];
2. Spectral reflectances varies a little from pixel to pixel.

The bulk of spectral energy is explained with only a few eigenvectors. This can
be observed from Fig. 3 center, where the accumulated signal energy is plotted
as function of eigenvalues index. The energy contained in the first 8 eigenvalues
is 99.94% of the total signal energy.

Fig. 3. Left: Band 30 (wavelength λ = 667.3nm) of the subimage of AVIRIS cuprite
Nevada data set. Center: Percentage of signal energy as function of the number of
eigenvalues; Right: mean squared error versus k for cuprite data set.

When VD was estimated by the HFC based eigen-thresholding method (Pf =
10−3) on the same data set, this leads to an estimation of the number of end-
members equal to k̂ = 20.

4 Conclusions

The determination of the signal subspace dimensionality is a difficult and chal-
lenging task. In this paper, we have proposed a method to estimate the dimen-
sionality of hyperspectral linear mixtures. The method is based on the mean
squared error criteria.

A set of experiments with simulated and real data leads to the conclusion that
the method is an useful tool in hyperspectral data analysis yielding comparable
or better results than the state-of-the-art methods.
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Intelligent Robotics and Computer Vision Group
Department of Computer Science and Mathematics, Rovira i Virgili University

Av. Paı̈sos Catalans 26, 43007 Tarragona, Spain
{dpuig,magarcia}@etse.urv.es

Abstract. Texture-based pixel classification has been traditionally carried out
by applying texture feature extraction methods that belong to a same family
(e.g., Gabor filters). However, recent work has shown that such classification
tasks can be significantly improved if multiple texture methods from different
families are properly integrated. In this line, this paper proposes a new selection
scheme that automatically determines a subset of those methods whose integra-
tion produces classification results similar to those obtained by integrating all the
available methods but at a lower computational cost. Experiments with real com-
plex images show that the proposed selection scheme achieves better results than
well-known feature selection algorithms, and that the final classifier outperforms
recognized texture classifiers.
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Abstract. The processing, description and recognition of dynamic
(time-varying) textures are new exciting areas of texture analysis. Many
real-world textures are dynamic textures whose retrieval from a video
database should be based on both dynamic and static features. In this
article, a method for extracting features revealing fundamental proper-
ties of dynamic textures is presented. These features are based on the
normal flow and on the texture regularity though the sequence. Their
discriminative ability is then successfully demonstrated on a full classi-
fication process.

1 Introduction

1.1 Context

The amount of available digital images and videos for professional or private
purposes is quickly growing. Extracting useful information from these data is
a highly challenging problem and requires the design of efficient content-based
retrieval algorithms. The current MPEG-7 standardization (also known as the
“Multimedia Content Description Interface”) aims at providing a set of content
descriptors of multimedia data such as videos. Among them, texture [12] and
motion [4] were identified as key features for video interpretation. Combining
texture and motion leads to a certain type of motion pattern known as Dynamic
Textures (DT). As the real world scenes include a lot of these motion patterns,
such as trees or water, any advanced video retrieval system will need to be
able to handle DT. Because of their unknown spatial and temporal extend, the
recognition of DT is a new and highly challenging problem, compared to the
static case where most textures are spatially well-segmented.

1.2 Dynamic Texture Recognition

Dynamic texture recognition in videos is a recent theme, but it has already led
to several kinds of approaches. In reconstructive approaches ([11] or [10]), the
recognition of DT is derived from a primary goal which is to identify the param-
eters of a statistical model ‘behind’ the DT. Geometrical approaches ([7], [13])

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 223–230, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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consider the video sequence as a 3D volume (x, y and time t). Features related to
the DT are extracted by geometric methods in this 3D space. Qualitative motion
recognition approaches ([6], [1], [8]) are based on the human ability to recognize
different types of motion, both of discrete objects and of DT. The aim is not to
reconstruct the whole scene from motion, but to identify different kinds of DT.

1.3 Goals

In the context of video retrieval, we aim at supporting queries involving nat-
ural and artificial quasi-periodic DT, like fire, water flows, or escalator. In the
following sections, a method for extracting features revealing the fundamental
properties of DT is presented (section 2). These features are based on the nor-
mal flow and on the texture regularity though the sequence. Their discriminative
ability is then tested in a full classification process (section 3).

2 Feature Extraction

2.1 The Normal Flow as a Medium of Motion Information

Definition. The quantitative approach to dynamic texture recognition is based
on the assumption that computing full displacements is not necessary, is time
consuming (because of regularization matters) and is moreover not always accu-
rate. The partial flow measure given by the normal flow can provide a sufficient
information for recognition purpose. By assuming constant intensity along 2D
displacement, one can write the optical flow equation [5]:

v(p).∇I(p) + It(p) = 0 (1)

with p the pixel where the optical flow is computed, It(p) the temporal derivative
of the image at p, and ∇I(p) its gradient at p. Only the component of the optical
flow parallel to ∇I(p) can be deduced (known as the aperture problem). It then
gives the normal flow vN (p) (n is a unit vector in the direction of ∇I(p)):

vN (p) = − It(p)
||∇I(p)|| n (2)

Why Is the Normal Flow Suitable for Dynamic Textures? The normal
flow field is fast to compute and can be directly estimated without any iterative
scheme used by regularization methods [5]. Moreover, it contains both temporal
and structural information on dynamic textures: temporal information is related
to moving edges, while spatial information is linked to the edge gradient vectors.
Its drawback is its sensitivity to noise, which can be reduced by smoothing or
applying a threshold on spatial gradients.

Extraction of the Normal Flow Fields. In order to extract numerical fea-
tures characterizing a DT, the normal flow fields are computed for each DT.
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(a) (b)

Fig. 1. Normal flow field (a) and its norm (b) on the ‘plastic’ sequence.

For reducing the noise-sensitivity of the normal flow, a Deriche [3] blurring fil-
ter, set with σ = 1, is applied to the sequence, followed by a linear histogram
normalization. Image regions with low spatial gradients are masked through an
automatic threshold on the spatial gradient, as values of their motion vectors
would not be significant. The normal flow is then computed according to formula
(2), excluding the ‘masked’ pixels.

Figure 1 illustrates the computation of the normal flow field (1a) and its
norm (1b) on a waving ‘plastic’ sequence. The texture of the ripples created by
the wind on the plastic sheet is well-visible.

2.2 Spatiotemporal Regularity Features

In this section, we summarize the regularity filtering method [2], then present
our temporal regularity features used to classify dynamic textures.

The regularity method quantifies periodicity of a (static) texture by evalu-
ating, in polar co-ordinates, the periodicity of its autocorrelation function. Con-
sider a digital image I(m,n) and a spacing vector (dx, dy). Denote by ρxy(dx, dy)
the normalized autocorrelation of I(m,n). We obtain ρxy via the FFT using the
well-known relation between the correlation function and the Fourier transform.
The polar representation ρpol(α, d) is then computed on a polar grid (αi, dj) by
interpolating ρxy(dx, dy) in non-integer locations. The negated matrix is then
used, referred to as the polar interaction map: Mpol(i, j) = 1 − ρpol(i, j). (See
figure 2.)

(a) (b) (c) (d) (e)

Fig. 2. (a) A pattern and a direction within the pattern. (b) Autocorrelation function.
(c) Polar interaction map. (d) Contrast function for the direction. (e) Polar plot of
R(i) overlaid on the pattern.
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A row of Mpol(i, j) is called a contrast function. A periodic texture has con-
trast functions with deep and periodic minima. Our definition of regularity [2]
quantifies this property. For each direction i, the algorithm [2] computes direc-
tional regularity R(i) = Rpos(i)Rint(i), where Rpos(i) describes the periodicity
of the layout of the elements comprising the pattern, while Rint(i) indicates how
regular (stable) the intensity of the elements is. Based on R(i), a number of tex-
ture regularity features can be computed. In this study, we only use the maximal
regularity MR = maxi R(i). 0 ≤MR ≤ 1, with 0 indicating a random, 1 a highly
regular pattern. MR ≥ 0.25 means visually perceivable periodicity.

The maximal regularity is computed for a set of overlapping windows covering
the image. This procedure is called regularity filtering. The window size W is
determined by the period of the structures to be detected: the filter responds to
a structure if more than two periods are observed.

When applied to a dynamic texture, the method evaluates the temporal vari-
ation of the maximal regularity. For each frame t of a sequence, MR is computed
in a sliding window. Then the largest value is selected, corresponding to the
most periodic patch within the frame. This provides a maximum periodicity
value, P (t), for each t.

2.3 Extracted Features

Six features have been defined for characterizing a dynamic texture. These fea-
tures are based on the normal flow and on the texture regularity. (See table 1.)

Table 1. Features characterizing dynamic textures.

Normal flow Regularity

1. Divergence 3. Peakiness 5. Mean of P (t)
2. Curl 4. Orientation 6. Variance of P (t)

- Features based on the normal vector field are:

• the average over the whole video sequence V of the divergence (scaling mo-
tion) and the curl (rotational motion) of the normal flow field,

• the peakiness of the normal flow field distribution, defined as the average
flow magnitude divided by its standard deviation,

• the orientation homogeneity of the normal flow field: φ =
∥∥∑

i∈Ω
vi

N

∥∥∑
i∈Ω

‖vi
N
‖ ∈ [0, 1]

where vi
N is the normal flow vector at i and Ω is the set of points with non-

zero normal flow vectors. φ reflects the flow homogeneity of the DT compared
to its mean orientation. A detailed description of its meaning is given in [9].

- The two spatiotemporal regularity features are the temporal mean and vari-
ance of the maximum periodicity value P (t) computed for the original greyscale
sequence. Their computation on the normal flow sequence is under consideration.

All the selected features are translation and rotation invariant.
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3 Results of Classification on a Real Dataset

3.1 The Dataset

The defined features have been applied on a dataset acquired by the MIT [11].
For test purposes, each sequence was divided into 8 non-overlapping subsets
(samples), half in x, y and t. This dataset is browsing a wide range of possible
DT occurrences (fig. 3): an escalator (A), a fire (B), a waving plastic sheet (C),
clothes in a washing machine (D), a waving flag (E), smoke going upward (F),
ripples on a river (G), a strong water vortex in toilet (H), trees (I) and boiling
water (J).

Fig. 3. The DT dataset (courtesy of the MIT). Each column represents a class of
dynamic texture and contains different samples of a class.

3.2 Experiment and Results

The 6 features have been computed for all the 8 samples of each of the 10 classes.
Figure 4 illustrates the orientation homogeneity for class A, F and I.

(A) (F) (I)

Fig. 4. Orientation homogeneity for A (φ = 0.85), F (φ = 0.44) and I (φ = 0.05). The
main orientation is pointed by the triangle and its homogeneity is proportional to the
base of this triangle.

For a rigid and well-oriented motion like the escalator A, the homogeneity
value on orientation is high, reflecting a consistent main motion flow. The smoke
F is not well segmented and has a lower value for orientation homogeneity.
However, the ascending motion of the smoke is still extractable. The tree waving
in the wind (class I) has a very low main orientation value due to its oscillating
motion, resulting in an overall null displacement on the sequence.
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Fig. 5. Maximum regularity values for each frame. Mean values on the sequences are
PA = 0.460, PF = 0.013 and PI = 0.198.

Figure 5 exemplifies the temporal evolution of the maximum periodicity value
for the same DT. The size of the sliding window was set to 40 × 40 pixels.
Dynamic textures A and I have significant and stable regularity values through
time, whereas F appears as a random texture.

After normalization of the features, the leave-one-out classification test was
carried out based on the nearest class. The test runs as follows. Given a class
represented by 8 samples, one of the samples is selected. The other 7 samples are
used as the learning samples and the mean values of the 6 features are computed
for these 7 samples. The mean feature values for each of the other 9 classes are
computed for all 8 samples. Then the distance between the selected sample s

with feature vector F (s)
i and a class c represented by its mean feature vector

F
(c)
i is computed as

D(s, c) =
6∑

i=1

wi · ‖F (s)
i − F

(c)
i ‖

where the weights wi were set empirically as wi = 1 except for w4 = 3.
The sample s is classified as belonging to the nearest class n: D(s, n) <

D(s, c) for all c �= n. This procedure is repeated for each sample of each class.
Table 2 is the confusion matrix Cpq of the test.

Cpq shows the number of times a sample from class p was classified as be-
longing to class q, with the off-diagonal elements being misclassifications (see
figure 3 for the order of the classes).

The overall accuracy is 93.8%. There are 5 cases of misclassification, with
for instance 2 occurences of D (cloth in a laundry) were classified as E (waving
flag).

This success rate has been obtained with only 6 features. Moreover, while the
feature based on orientation homogeneity seems to be the most discriminative,
each feature plays a role. For instance, the classification was performed with
setting the regularity weights to zero (w5 = w6 = 0), and the success rate
dropped to 85%. The regularity enables in this case to reduce the ambiguity
between class D (laundry) and class E (flag): without the regularity features,
there are 3 more cases of misclassification between those 2 classes.
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Table 2. Confusion matrix Cpq.

True A B C D E F G H I J

A 8 0 0 0 0 0 0 0 0 0
B 0 7 0 1 0 0 0 0 0 0
C 0 0 8 0 0 0 0 0 0 0
D 0 1 0 7 0 0 0 0 0 0
E 0 0 0 2 6 0 0 0 0 0
F 0 0 1 0 0 7 0 0 0 0
G 0 0 0 0 0 0 8 0 0 0
H 0 0 0 0 0 0 0 8 0 0
I 0 0 0 0 0 0 0 0 8 0
J 0 0 0 0 0 0 0 0 0 8

4 Conclusion and Future Prospects

This article deals with the novel issue of dynamic texture recognition.
We have proposed a method for extracting quantitative features of dynamic

textures. Based on the normal flow and on the texture regularity, the derived
features are fast to compute and easily interpretable by a human operator. Their
use in a full classification test has enabled to show their discriminative power:
with only 6 features, the success rate reaches 93.8%.

Tests on a larger database will however be performed to better assess the
capabilities and the limits of the proposed approach. Although the MIT database
is currently the most frequently used collection of dynamic textures, no standard,
rich dataset for comparing different DT classification algorithms seems to exist.
It is obvious that the MIT dataset is not sufficient for statistically significant
performance evaluation. However, some comparisons can still be done and certain
conclusions can be drawn.

In particular, Szummer et al. [11] classify the MIT data based on the 8 best
matches and obtain the accuracy of 95%. However, their approach needs much
more computation than the proposed one, so their method does not seem to be
applicable to DT based video retrieval, which is our ultimate goal.

Otsuka et al. [7] use only 4 of the 10 MIT sequences and obtain with 5
features a classification accuracy of 97.8%. Our method yields a similar result
with a similar number of features, but for a significantly larger number of classes
(all 10). Finally, Peh and Cheong [8] report on a classification accuracy of 87%
achieved with 6 features for 10 DT classes different from the MIT data.

Our current work also aims at studying the multi-scale properties dynamic
textures in space and time. In a longer term, we will also investigate the retrieval
of dynamic textures in unsegmented scenes.
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also go to David Tschumperlé for its CImg library (http://cimg.sourceforge.net).
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Abstract. Accurately and automatically detecting image orientation is a task of 
great importance in intelligent image processing. In this paper, we present 
automatic image orientation detection algorithms based on these features: color 
moments; harris corner; phase symmetry; edge direction histogram. The statis-
tical learning support vector machines, AdaBoost, Subspace classifier are used 
in our approach as classifiers. We use Borda Count as combination rule for 
these classifiers. Large amounts of experiments have been conducted, on a da-
tabase of more than 6,000 images of real photos, to validate our approaches. 
Discussions and future directions for this work are also addressed at the end of 
the paper. 

1   Introduction 

With advances in the multimedia technologies and the advent of the Internet, more 
and more users are very likely to create digital photo albums. Moreover, the progress 
in digital imaging and storage technologies have made processing and management of 
digital photos, either captured from photo scanners or digital cameras, essential func-
tions of personal computers and intelligent home appliances. To input a photo into a 
digital album, the digitized or scanned image is required to be displayed in its correct 
orientation. However, automatic detection of image orientation is a very difficult task. 
Humans identify the correct orientation of an image through the contextual informa-
tion or object recognition, which is difficult to achieve with present computer vision 
technologies. 

However there are some external information that can be considered to improve the 
performance of a detector of image orientation in such a case where the acquisition 
source is known: a photo acquired by a digital camera often is taken in the normal 
way (i.e. 0° rotation), sometimes rotated by 90° or 270°, but very seldom rotated by 
180°; a set of images acquired by digitalization of one film very unlikely has an orien-
tation differing more than 90° (i.e. horizontal images are all straight or all upset), 
therefore the orientation of the most of the images belonging to the same class can be 
used to correct classification errors.  

Since image orientation detection is a relatively new topic, the literature about this 
is quite sparse. In [1] a simple and rapid algorithm for medical chest image orientation 
detection has been developed. The most related work that investigates this problem 
was recently presented in [2][3][4][5]. In [5] the authors have extracted edge-based 
structural features, and color moment features: these two sources of information are 
incorporated into a recognition system to provide complimentary information for ro-
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bust image orientation detection. Support vector machines (SVMs) based classifiers 
are utilized. In [18] the authors propose an automated method based on the boosting 
algorithm to estimate image orientation. 

The combination of multiple classifiers was shown to be suitable for improving the 
recognition performance in many difficult classification problems [10]. Recently a 
number of classifier combination methods, called ensemble methods, have been pro-
posed in the field of machine learning. Given a single classifier, called the base classi-
fier, a set of classifiers can be automatically generated by changing the training set 
[11], the input features [12], the input data by injecting randomness, or the parameters 
and architecture of the classifier. A summary of such methods is given in [13]. 

In this work, we assume that the input image is restricted to only four possible rota-
tions that are multiples of 90° (figure 1). Therefore, we represent the orientation de-
tection problem as a four-class classification problem (0°, 90°, 180°, 270°). We show 
that a combination of different classifiers trained in different feature spaces obtains a 
higher performance than a stand-alone classifier. 

Fig. 1. The four possible orientations of acquisition for a digital image: (a) 0°, (b) 180°, (c) 90°, 
(d) 270°. 

2   System Overview 

In this section a brief description of the feature extraction methodologies, feature 
transformations, classifiers and ensemble methods combined and tested in this work is 
given.  

2.1   Feature Extraction 

Feature extraction is a process that extracts a set of new features from the original im-
age representation through some functional mapping. In this task it is important to ex-
tract “local” features sensitive to rotation, in order to distinguish among the four ori-
entations: for example the global histogram of an image is not a good feature because 
it is invariant to rotations. To overcome this problem an image is first divided in 
blocks, and then the selected features are extracted from each block. Several block 
decomposition have been proposed in the literature depending on the set of features to 
be extracted, in this work we adopt a regular subdivision in N×N non overlapping 
blocks (we empirically select N=10) and the features are extracted from these local 
regions. 

(

(

( (
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2.1.1   Color Moments (COL) 
It is shown in [14] that color moments of an image in the LUV color space are very 
simple yet very effective for color-based image analysis. We use the first order (mean 
color) and the second order moments (color variance) as our COL features to capture 
image chrominance information, so that for each block 6 COL features (3 mean and 3 
variance values of L, U, V components) are extracted. Finally within each block, the 
COL vector is normalized such that the sum of each component square is one.  

2.1.2   Edge Direction Histogram (EDH) 
The edge-based structural features are employed in this work to capture the luminance 
information carried by the edge map of an image. Specifically, we utilize the edge di-
rection histogram (EDH) to characterize structural and texture information of each 
block, similar as that in [14]. The Canny edge detector [15] is used to extract the 
edges in an image. In our experiments, we use a total of 37 bins to represent the edge 
direction histogram. The first 36 bins represent the count of edge points of each block 
with edge directions quantized at 10 intervals, and the last bin represents the count of 
the number of pixels that do not contribute to an edge (which is the difference be-
tween the dimension of a block and the first 36 bins).  

2.1.3   Harris Corner Histogram (HCH) 
A corner is a point that can be extracted consistently over different views, and there is 
enough information in the neighborhood of that point so that corresponding points can 
be automatically matched. The corner features are employed in this work to capture 
information about the presence of details in blocks by counting the number of corner 
points in each block. For corner detection we use the Harris corner detector [16]. 

2.1.4   Phase Symmetry (PHS) 
Phase symmetry is an illumination and contrast invariant measure of symmetry in an 
image. These invariant quantities are developed from representations of the image in 
the frequency domain. In particular, phase data is used as the fundamental building 
block for constructing these measures. Phase congruency [17] can be used as an illu-
mination and contrast invariant measure of feature significance. This allows edges, 
lines and other features to be detected reliably, and fixed thresholds can be applied 
over wide classes of images. Points of local symmetry and asymmetry in images can 
be detected from the special arrangements of phase that arise at these points, and the 
level of symmetry/asymmetry can be characterized by invariant measures. In this 
work we calculate the phase symmetry image [17] to count the number of symmetry 
pixels in each block. 

The above COL, EDH, HCH and PHS vectors are normalized within each block. In 
order to accommodate the scale differences over different images during the feature 
extraction, all the features extracted are also normalized over training examples to the 
same scale. A linear normalization procedure has been performed, so that features are 
in the range [0,1]. 

2.2   Feature Transformation 

Feature transformation is a process through which a new set of features is created 
from existing one. We adopt a Karhunen-Lòeve transformation (KL) to reduce the 
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feature set to a lower dimensionality, maintaining only the most discriminant features. 
This step is performed since the original dimension of the feature space is too large to 
make training of classifiers feasible. 

Given a F-dimensional data points x, the goal of KL [7] is to reduce the dimen-
sionality of the observed vector. This is obtained by finding k principal axes, denoted 
as principal component, which are given by the eigenvectors associated with the k 
largest eigenvalues of the covariance matrix of the training set.  

In this paper the features extracted are reduced by KL to 100-dimensional vector. 

2.3   Classifiers 

A classifier is a component that uses the feature vector provided by the feature extrac-
tion or transformation to assign a pattern to a class. In this work, we test the following 
classifiers: 

• AdaBoost (AB) [9]; 
• Polynomial-Support Vector Machine (P-SVM) [8]; 
• Radial basis function-Support Vector Machine (R-SVM) [8] 
• Subspace (SUB) [6]; 

2.4   Multiclassifier Systems (MCS) 

Multiclassifier systems are special cases where different approaches are combined to 
resolve the same problem. They combine output of various classifiers trained using 
different datasets by a Decision Rule [10]. Several decision rules can be used to de-
termine the final class from an ensemble of classifiers; the most used are: Vote rule 
(vote), Max rule (max), Min rule (min), Mean rule (mean), Borda count (BORDA). 
The best classification accuracy for this orientation detection problem was achieved, 
in our experiments, using Borda Count.  

For the Borda Count method, each class gets 1 point for each last place vote re-
ceived, 2 points for each next-to-last point vote, etc., all the way up to N points for 
each first place vote (where N is the number of candidates/alternatives). The candidate 
with the largest point total wins the election. 

2.5   Correction Rule 

We implement a very simple heuristic rule that takes into account the acquisition in-
formation of an image to correct the classification response. After evaluating all the 
photos belonging to the same roll, we count the number of photos labelled as 0° and 
180° and we select as correct orientation the one having the larger number of images, 
thus changing the labelling of images assigned to the wrong class. The same operation 
can be performed for the classes 90° an 270°. 

3   Experimental Comparison 

We carried out some tests to evaluate both the features extracted and the classifiers 
used. In order to test our correction rule we use a dataset of images acquired by ana-
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logical cameras and digitalized by roll film scanning. The dataset is composed by 
about 6,000 images from 350 rolls. This dataset is substantially more difficult than 
others tested in the literature, since it is composed by 80% indoor photos which are 
hardly classifiable: it is especially difficult to detect the orientations of indoor images 
(i.e. it is very hard to detect the orientations of a face) because we lack the discrimina-
tive features for indoor images, while for outdoor images there are lots of useful in-
formation which can be mapped to low-level features, such as sky, grass, building and 
water. 

In figure 2 some images taken from our dataset are shown, where also outdoor im-
ages seem to be difficult to classify. 

 

Fig. 2. Some images from our dataset which appear to be difficult to classify. 

The classification results proposed in the following graphics are averaged on 10 
tests, each time randomly resampling the test set, but maintaining the distribution of 
the images from different classes of orientation. The training set was composed by 
images taken from rolls not used in the test set, thus the test set is poorly correlated to 
the training data. For each image of the training set, we employ four features corre-
sponding to four orientations (only one has to be extracted, the other three can be 
simply calculated).  

We perform experimentations to verify that all the sets of features proposed are 
useful to improve the performance: the results in figure 3 show that the accuracy in-
creases from 0.499 using only COL features to 0.557 using a combination of all the 
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Fig. 3. Error rate using different feature spaces and R-SVM as classifier. 
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features. Moreover we show that the best performance using a single set of features 
are obtained using PHS, however the sequential combination of all the features (ALL) 
is better than PHS. 

We perform experimentations to verify which classifiers is the best of the pool: the 
results in figure 4 show that R-SVM is the best “stand-alone” classifier, but BORDA 
(combining all the feature spaces and all the classifiers) is better than SVM. 

Fig. 4.  Error rate using different classifiers. 

The third experiment we carried out was aimed to compare the performance of the 
proposed method and the methods in [4][18]. We make a comparison at different 
level of rejection, adopting a very simple rejection rule: we reject the images for 
which the classifier has confidence lower than a threshold. In our multiclassifier 
BORDA, we use the confidence obtained by the best classifier (R-SVM with ALL as 
features ). The performance denoted by BORDA-ROLL have been obtained by cou-
pling to our method the correction rule described in section 2.5. 

From the result shown in figure 5, we can see that with the same training data, the 
proposed fusion method performs better than the polynomial SVM trained using COL 
or COL+EDH features as proposed in [4][18]. In these papers the authors propose the 
following solutions to increase the performance of the standard SVM classifier: 

• An AdaBoost method ([4]) where the feature space is obtained extending the 
original feature set (COL+EDH) by combining any two features with addition 
operation and thus getting a very large feature set of dimensions; 

• A two layer SVMs ([4]) (with trainable combiner); 
• A rejection scheme to reject more indoor than outdoor images at the same level 

of confidence score. 

However these solutions grant only a slighter improvement of performance with 
respect to a standard SVM classifier, while adopting our fusion method the perform-
ance are really better than SVM. Moreover our correction rule has proven to be well 
suited for this problem, since it allows to improve the performance of the base 
method. 
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Fig. 5. Error rate using several classifiers at different levels of rejection. 

4   Conclusions 

We have proposed an automatic approach for content-based image orientation detec-
tion. Extensive experiments on a database of more than 6,000 images were conducted 
to evaluate the system. The experimental results, obtained on a dataset of “difficult” 
images which is very similar to real applications, show that our approach outperforms 
SVM and others “stand-alone” classifiers. However, the general image orientation de-
tection is still a challenging problem. It is especially difficult to detect the orientations 
of indoor images because we lack the discriminative features for indoor images. The 
directions of our future work will concentrate on indoor images. 
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Abstract. In this paper, a new method for the segmentation of color images is
presented. This method searches for an acceptable segmentation of 1D-histograms,
according to a “monotone” hypothesis. The algorithm uses recurrence to localize
all the modes in the histogram. The algorithm is applied on the hue, saturation
and intensity histograms of the image. As a result, an optimal and accurately seg-
mented image is obtained. In contrast to previous state of the art methods uses
exclusively the image color histogram to perform segmentation and no spatial
information at all.

1 Introduction

Image segmentation refers to partitioning an image into different regions that are ho-
mogenous with respect to some image feature. Thought most attention on this field has
been focused on gray scale images, color is a powerful feature that can be used for
image segmentation.

Among the classical techniques for color images segmentation, pixel-based tech-
niques do not consider spatial information. The simplest pixel-based technique for seg-
mentation is histogram thresholding which assumes that the histogram of an image can
be separated into as many peaks (modes) as different regions are present in the image.

The existing techniques for histogram thresholding can be distinguished by the
choice of the color component from which the histogram is obtained and by the modes
extraction criterion. Concerning the first of these issues, some approaches ([7]) con-
sider 3D histograms, that simultaneously contain all the color information in the image.
However, storage and processing of multidimensional histograms is computationally
expensive. For this reason most approaches consider 1D histograms computed for one
or more color components in some color space (see for example [5] and [6]).

With respect to the modes extraction criterion, most methods are based on para-
metric approaches. That is, they assume the histogram to be composed of k random
variables of a given distribution, for instance the Gaussian distribution, with different
averages and variances. However, these methods require an estimation of the number
of modes in the final segmentation and, moreover, the found modes have not proven to
be relevant.
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In this work, we present an automatic method for color image segmentation based
on the detection of “menaingul modes” in histograms. We choose the HSI color space
for the application of our approach to color images. This space has the advantage of
separating color from intensity information.

The paper is structured as follows. The basic ideas of the method are exposed in the
next section; in section 3, the application to color segmentation is presented; section
4 is devoted to display and comment some results on color image segmentation; the
conclusions are presented in the final section.

2 Histogram Analysis by Helmholtz Principle

In 2003, A. Desolneux, L. Moisan and J.M. Morel ([3]) defined a new parameter-free
method for the detection of meaningful events in data. An event is called ε-meaningful
if its expectation under the a contrario random uniform assumption is less than ε. Let
us state what this definiton yields in the case of the histogram modes.

2.1 Uniform Hypothesis. Meaningful Intervals
and Meaningful Gaps of a Histogram

We will consider a discrete histogram r, that is N points distributed on L values,
{1, ..., L}. For each discrete interval [a, b] of {1, ..., L}, r(a, b) will represent the pro-
portion of points in the interval. For each interval [a, b] of {1, ..., L}, we note p(a, b) =
b−a+1

L the relative length of the interval. The value p(a, b) is also, under the uniform
assumption, the probability for a point to be in [a, b]. Thus, the probability that [a, b]
contains at least a proportion r(a, b) of points among the N is given by the binomial
tail B(N,Nr(a, b), p(a, b)), where B(n, k, p) =

∑n
j=k

(
n
j

)
pj(1 − p)n−j . The number

of false alarms of [a, b] is:

NFA([a, b]) =
L(L+ 1)

2
B(N,Nr(a, b), p(a, b)).

Thus, an interval [a, b] is said ε-meaningful if it contains “more points” than the ex-
pected average, in the sense that NFA([a, b]) ≤ ε, that is

B(N,Nr(a, b), p(a, b)) <
2ε

L(L+ 1)
.

In the same way, an interval [a, b] is said to be an ε-meaningful gap if it contains “less
points” than the expected average.

If ε is not too large (in practice, we will always use ε = 1) an interval cannot be at
the same time an ε-meaningful interval and an ε-meaningful gap. Now, these binomial
expressions are not always easy to compute, especially when N is large. In practice, we
adopt the large deviation estimate to define meaningful intervals and gaps.

Definition 1. The relative entropy of an interval [a, b] (with respect to the prior uniform
distribution p) is defined by

H([a, b]) = r(a, b) log
r(a, b)
p(a, b)

+ (1− r(a, b)) log
1− r(a, b)
1− p(a, b)

.
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H([a, b]) is the Kullback-Kleiber distance between two Bernoulli distributions of re-
spective parameters r(a, b) and p(a, b) ([2]), that is H([a, b]) = KL(r(a, b)||p(a, b)).

Definition 2. An interval [a, b] is said to be an ε-meaningful interval (resp. ε-mea-
ningful gap) if r(a, b) ≥ p(a, b) (resp. r(a, b) ≤ p(a, b)) and if

H([a, b]) >
1
N

log
L(L+ 1)

2ε

2.2 Monotone Hypothesis

How can we detect meaningful intervals or gaps if we know that the observed objects
follow a non-uniform distribution (e.g. decreasing or increasing)? We want now to de-
fine the meaningfulness of an interval with respect to the decreasing hypothesis (the def-
initions and results for the increasing hypothesis can be deduced by symmetry). We will
call D(L) the space of all decreasing densities on {1, 2, ..., L} and P(L) be the space
of normalized probability distributions on {1, 2, ..., L}, i.e. the vectors r = (r1, ..., rL)
such that: ∀i ∈ {1, 2, ..., L}, ri ≥ 0 and

∑L
i=1 ri = 1.

If r ∈ P(L) is the normalized histogram of our observations, we need to estimate
the density p ∈ D(L) in regards to which the empirical distribution r has the “less
meaningful” gaps and intervals, which is summed up by the optimization problem

r̃ = argminp∈D(L) min
[a,b]∈{1,2,...,L}

KL(r(a, b)||p(a, b)).

The meaningfulness of intervals and gaps can then be defined relatively to this distri-
bution r̃. Note that the uniform distribution is a particular case of decreasing density,
which means that this formulation strengthens the previous theory: if there is no mean-
ingful interval or gap in regards to the uniform hypothesis, there will be no meaningful
interval or gap in regards to the decreasing hypothesis.

However, this optimization problem is uneasy to solve. We choose to slightly sim-
plify it by approximating r̃ by the Grenander estimator r̄ of r ([4]), which is defined as
the nonparametric maximum likelihood estimator restricted to decreasing densities on
the line.

Definition 3. The histogram r̄ is the unique histogram which achieves the minimal
Kullback-Leibler distance from r to D(L), i.e. KL(r||r) = minp∈D(L)KL(r||p).

It has been proven ([1]) that r can easily be derived from r by an algorithm called
“Pool Adjacent Violators” that leads to a unique decreasing step function r̄.

Pool Adjacent Violators
Let r = (r1, ..., rL) ∈ P be a normalized histogram. We consider the operator D :
P → P defined by: for r ∈ P , and for each interval [i, j] on which r is increasing, i.e.
ri ≤ ri+1 ≤ ... ≤ rj and ri−1 > ri and rj+1 < rj , we set

D(r)k =
ri + ... + rj

j − i+ 1
for k ∈ [i, j], and D(r)k = rk otherwise.
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This operator D replaces each increasing part of r by a constant value (equal to the
mean value on the interval).

After a finite number (less than the size L of r) of iterations of D we obtain a
decreasing distribution denoted r, r = DL(r).

An example of histogram and its Grenander estimator is shown on Figure 1.
Now, the definitions of meaningful interval gaps are analogous to the ones intro-

duced in the uniform case, the uniform prior being just replaced by the global decreas-
ing estimate r of the observed normalized histogram r.

Definition 4. Let r be a normalized histogram. We say that an interval [a, b] is ε-
meaningful for the decreasing hypothesis (resp. an ε-meaningful gap for the decreasing
hypothesis) if r(a, b) ≥ r(a, b) (resp. r(a, b) ≤ r(a, b)) and

Hr([a, b]) >
1
N

log
L(L+ 1)

2ε
,

where Hr([a, b]) = KL(r(a, b)||r(a, b)).

We are now able to define precisely what we called “to be almost decreasing on a
segment”.

Definition 5. We say that a histogram follows the decreasing (resp. increasing) hy-
pothesis on an interval if it contains no meaningful gap for the decreasing (resp. in-
creasing) hypothesis on the interval.

2.3 Acceptable Segmentations

The aim of our segmentation is to split the histogram in separated “modes”. We will
call “mode” an interval on which the histogram follows the increasing hypothesis on a
first part and the decreasing one on the second part.

Definition 6. We say that a histogram r follows the unimodal hypothesis on the inter-
val [a, b] if it exists c ∈ [a, b] such that r follows the increasing hypothesis on [a, c] and
r follows the decreasing hypothesis on [c, b].

Such a segmentation exists. Indeed, the segmentation defined by all the minima
of the histogram as separators follows obviously the unimodal hypothesis on each seg-
ment. But if there are small fluctuations it is clear that it is not a reasonable segmentation
(see Fig. 2 left). We present a procedure that finds a segmentation much more reason-
able than the segmentation defined by all the minima. We want to build a minimal (in
terms of numbers of separators) segmentation, which leads us to introduce the notion
of “acceptable segmentation”.

Definition 7. Let r be a histogram on {1, ..., L}. We will say that a segmentation s of
r is acceptable if it verifies the following properties:

– r follows the unimodal hypothesis on each interval [si, si+1].
– there is no interval [si, sj ] with j > i+1, on which r follows the unimodal hypoth-

esis.
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The two requirements allow us to avoid under-segmentations and over-segmenta-
tions, respectively. It is clear in the discrete case that such a segmentation exists: we
can start with the limit segmentation containing all the minima of r and gather the
consecutive intervals together until both properties are verified. It is the principle used
in the next algorithm:

Fine to Coarse (FTC) Segmentation Algorithm:

1. Define the finest segmentation (i.e. the list of all the minima) S ={s1,... , sn} of the
histogram.

2. Repeat:
Choose i randomly in [2, length(S)− 1]. If the modes on both sides of si can be
gathered in a single interval [si−1, si+1] following the unimodal hypothesis, group
them. Update S.
Stop when no more unions of successive intervals follows the unimodal hypothesis.

3. Repeat step 2 with the unions of j intervals, j going from 3 to length(S).

A result of this algorithm is shown on Figure 2. The left part of the figure shows the
initialization of the algorithm (all the minima), and the final result is on the right.

Now that we have set up an algorithm which ensures the construction of an accept-
able segmentation, we will devote the next section to the application of the proposed
method to color image segmentation.

Fig. 1. The right histogram is the Grenander estimator of the left histogram, computed by the
“Pool Adjacent Violators” algorithm. Observe that the new histogram is a decreasing function.

Fig. 2. Left: all the minima of the histogram. Right: remaining minima after the fine to coarse
algorithm.

3 Color Image Segmentation

We apply the FTC algorithm on the hue histogram of a color image, in order to obtain a
first segmentation. At this step a lot of color information, contained in the saturation and
intensity components, has been lost. Then, we follow the same process by applying the
algorithm to the saturation and intensity histograms of each mode obtained previously.
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For the practical implementation of the algorithm, we must take into account that,
in the discrete case, a quantization problem appears when we try to assign hue values to
quantized color points in the neighborhood of the grey axis. A solution to this problem
is to discard points that have saturation smaller than Q

2π , where Q is the number of
quantized hue values. This requirement defines a cylinder in the HSI color space called
the grey cylinder, since all the points contained in it will be considered as grey values.

Our algorithm can be described by the following steps:

Color Image Segmentation Algorithm

1. Apply the FTC algorithm on the hue histogram of the image. Let S be the obtained
segmentation.

2. Link each pixel of the grey cylinder to its corresponding interval Si = [si, si+1],
according to its hue value.

3. For each i, construct the saturation histogram of all the pixels of the image whose
hue belongs to Si. Do not take into account the pixels of the grey cylinder. Ap-
ply the FTC algorithm on the corresponding saturation histogram. For each i, let
{Si,i1 , Si,i2 , . . .} be the obtained segmentation.

4. For each i, link each pixel of the grey cylinder which belonged to the interval Si, to
the lower saturation interval Si,i1 obtained in the previous segmentation step.

5. For each i and each j, compute and segment the intensity histogram of all the
pixels whose hue and saturation belong to Si and Si,ij , including those of the grey
cylinder.

It is also worth noting that the hue histogram is circular, which means that the hue
value 0◦ is identified to the hue value 360◦.

4 Results

For each experiment we show five images: the first one is the original image; the second
one corresponds to the hue histogram with the obtained modes marked with a dashed
line between them; the third one is the segmented image after the application of the
algorithm to the hue histogram; the fourth one corresponds to the segmented image after
the application of the algorithm to the histograms of hue and saturation; and, finally,
the segmented image after the application of the algorithm to the histograms of hue,
saturation and intensity. The segmented images are displayed with the different modes
represented by the mean values of the hue, saturation and intensity of all the pixels in
the mode.

Figure 3 is the “ladybug” image in which we distinguish three different colors cor-
responding to different objects: background, leaf and ladybug. After applying the pro-
posed separation approach to the hue histogram, we obtain three different modes, which
correspond to the three referred objects. It is clear that the modes are detected indepen-
dently of their relative number of pixels. Detection only depends on the meaningfulness
of the mode, allowing the detection of small objects, as in the present example. The total
number of colors in the final segmentation is 11, because of the great variety of shades
in the background.
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Fig. 3. The results of the proposed approach: Original image “ladybug”; hue histogram with the
three obtained modes; resulting image with 3 colors after hue segmentation; resulting image with
4 colors after hue and saturation segmentation; resulting image with 11 colors after hue, saturation
and intensity segmentation.

Fig. 4. The results of the proposed approach: Original image “pills”; hue histogram with the seven
obtained modes; resulting image with 7 colors after hue segmentation; resulting image with 9
colors after hue and saturation segmentation; resulting image with 23 colors after hue, saturation
and intensity segmentation.

In figure 4 we obtain seven modes in the first step of the segmentation. These colors
correspond to two different greens, two different brows, one red, one blue and one cyan,
which are clearly distinguished in the original image. Then, the saturation step add two
new colors and finally we obtain twenty-three colors.

Figure 5 displays a third experiment. See figure caption for details.

5 Conclusion

In this paper, we have presented a new histogram thresholding method for color image
segmentation. The method searches the optimal separators in the hue, saturation and
intensity histograms of the color image. As a result, we obtain different modes which
correspond to different regions in the image. This permits to segment the color image,
by representing the different regions by their mean color.
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Fig. 5. The results of the proposed approach: Original image “flowers”; hue histogram with the six
obtained modes; resulting image with 11 colors after hue, saturation and intensity segmentation.

As an application of the proposed method, we aim at a color analysis algorithm
giving automatically, for every color image, a small, consistent and accurate list of the
names of colors present in it, thus yielding an automatic color recognition system.
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Abstract. In this paper we explore whether the Fresnel term can be
used to improve the predictions of the Beckmann-Kirchhoff (B-K) model
for moderately-rough surfaces. Our aim in developing this model is to de-
scribe subsurface scattering effects for surfaces of intermediate roughness.
We use the BRDF measurements from the CUReT database to compare
the predictions of the Fresnel correction process with several variants of
the B-K model and the Oren and Nayar Model. The study reveals that
our new Fresnel correction provides accurate predictions, which are con-
siderably better than those achieved using both the alternative variants
of the B-K model and the Oren-Nayar model.

1 Introduction

The modelling of rough surface reflectance is important in both computer vision
and computer graphics, and has been the subject of sustained research activity
for some four decades. The quest for a reflectance model that can accurately
account for observed surface radiance under a variety of roughness conditions,
and a variety of viewing geometries has proved to be an elusive one. Surface
roughness can be characterized in a number of ways. For very-rough surfaces, one
approach is to use a model which describes the distribution of surface wall cavity
angles [10]. For rough surfaces which present a shiny appearance, roughness can
be modelled using the angular distribution of microfacets [12]. An alternative
that can capture both effects is to describe the roughness phenomenon using the
variance and the correlation of variations in the surface height distribution [13].

Broadly speaking there are three approaches to the modelling of rough sur-
face reflectance. The first of these is the purely empirical approach which has
proved effective in the computer graphics domain for developing computation-
ally efficient methods for synthesizing subjectively realistic surface appearance
[11]. A more sophisticated approach is the so-called semi-empirical one which
attempts to account for the main phenomenology of the light scattering process
whilst falling short of developing a detailed physical model [10, 13, 15]. Finally,
if a physically detailed model is required then wave scattering theory can be
applied to understand the interaction of light with the surface relief distribu-
tion. Some of the earliest work aimed at modelling surface reflectance as a wave
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scattering process was undertaken by Beckmann [1]. Here the Kirchhoff integral
is used to account for the scattering of light from rough surfaces characterized
using the variance and correlation length of the surface relief distribution. The
model is mathematically quite complex, and is hence not well suited for analysis
tasks of the type encountered in computer vision. In particular, it is not a sim-
ple modification of Lambert’s law. However, He et al. [5] exploited an improved
representation of the Kirchhoff integral for surface synthesis in computer graph-
ics. They proposed a comprehensive model that incorporates complex factors
including surface statistics, sub-layer scattering, and polarization.

Unfortunately, the Beckmann model fails to account for the observed radi-
ance at large scatter angles due to energy absorbtion, self shadowing and multiple
scattering effects. Some of the problems have recently been overcome by Vernold
and Harvey [14] who have used a simple Lambertian form factor to modify Beck-
mann’s predictions. There is considerable debate about the meaning and proper
use of the form factor [7, 8]. A number of alternatives have been used in the wave
scattering literature. Based on boundary condition considerations Ogilvy [9] ar-
gues that it should be proportional to the cosine of the angle of light incidence.
Nieto and Garcia [8] have suggested a different form that ensures energy normal-
ization. Finally, it is important to note that the B-K model provides closed-form
solutions only for slightly-rough and very-rough surfaces.

Our aim is to fill this gap in the literature by developing an extension of the
Beckmann model that can be applied to surfaces of intermediate roughness. To
do this we borrow ideas from the semi-empirical modelling of rough surface re-
flectance, where for slightly-rough or shiny surfaces, Wolff [15] has accounted for
refractive attenuation in the surface-air layer by multiplying Lambert’s cosine
law by the Fresnel term. Our new variant of the Beckmann model incorporates
subsurface refractive attenuation of light prior to wave scattering by multiplying
the Kirchhoff scattering kernel by a form factor that depends on the Fresnel re-
flection coefficient. We compare the new model with a number of model variants
suggested by B-K theory on BRDF measurements from the CUReT database [3].
The new model outperforms the alternatives studied and provides remarkably
good fits to the CUReT data for surfaces of intermediate roughness.

2 Kirchhoff Scatter Theory

The Beckmann-Kirchhoff (B-K) theory attempts to account for the wave inter-
actions of light with rough surfaces. We are interested in a surface illuminated
by a parallel beam of light of known wavelength λ and viewed by a camera
which is sufficiently distant from the surface so that perspective effects may be
ignored. The incident light has zenith angle θi and azimuth angle φi with re-
spect to the surface normal, while the zenith and azimuth angles of the viewer
(scattering) direction with respect to the surface normal are θs and φs. The
radiance of the incident light-beam at the location on the surface is Li(θi, φi)
and the outgoing radiance is Lo(θi, φi, θs, φs). If ν(θi, φi, θs, φs) is the bidirec-
tional reflectance distribution function (BRDF) for the surface, we can write
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Lo(θi, φi, θs, φs) ∝ ν(θi, φi, θs, φs)Li(θi, φi) cos θidω. We will make use of this re-
lationship to compare the predictions of light scattering theory with BRDF data
from the CUReT database [3]. In the CUReT database, the BRDF data have
been tabulated by assuming that each surface radiance value is related to the
corresponding image pixel brightness value by a gain and an offset. For each sur-
face sample, we normalize the scattered radiance values by dividing them by the
maximum radiance value. This ensures that the comparisons are accurate. The
CUReT database provides BRDF measurements at 205 different illumination
configurations for each surface sample.

The B-K model has two main physical parameters. The first of these is the
root-mean-square (RMS) height deviation of the topographic surface features
about the mean surface level which is denoted by σ. The height values are
generally measured at equally spaced digitized data points. The height varia-
tions Δz of the surface are assumed to follow the Gaussian distribution function
W (Δz) = (1/σ

√
2) exp(−Δz2/2σ2). The second parameter is the correlation

length T which is defined in terms of the surface correlation function C(τ)
where τ is the distance (length) parameter so that T 2 = 2

∫∞
0 τC(τ)dτ . The

correlation function characterizes the random nature of a surface profile and the
relative spacing of peaks and valleys. For a purely random surface,C(τ) decreases
monotonously from its maximum value C(0) = 1 to C(∞) = 0. Specifically, the
correlation length is the lag-length at which the Gaussian correlation function
C(τ) = exp(−τ2/T 2) drops to 1/e. Similarly, for the exponential correlation
function C(τ) = exp(−|τ |/T ) it follows that C(T ) = 1/e.

According to the B-K model [1], for a surface that is slightly or moderately
rough, the mean scattered power is

P (θi, φi, θs, φs) = ρ2
0e

−g(θi,θs) +D(θi, φi, θs, φs) (1)

where the first term is the coherent scattering component in the specular di-
rection and the second term is the incoherent component due to diffuse scat-
tering. In this paper we are only interested in reflectance modelling for surfaces
that are moderately rough or very rough. For such surfaces the coherent scat-
tering component in the specular direction is negligible, and P (θi, φi, θs, φs) =
D(θi, φi, θs, φs). The B-K model provides an infinite series solution for both
slightly-rough and moderately-rough surfaces [1]. When the correlation function
is Gaussian, then with the geometry outlined above on the tangent plane (the
incident beam has azimuth angle φi = π) the diffuse component is

D(θi, φi = π, θs, φs)=
πT 2F 2

BK(θi, θs, φs)
A exp [g(θi, θs)]

∞∑
n=1

gn(θi, θs)
n!n

exp
[
−T 2

4n
v2

xy(θi, θs, φs)
]

(2)
where vx(θi, θs, φs) = k(sin θi − sin θs cosφs), vy(θs, φs) = −k(sin θs sinφs),
vz(θi, θs) = −k(cos θi + cos θs), v2

xy(θi, θs, φs) = v2
x(θi, θs, φs) + v2

y(θs, φs) and
k = 2π/λ. The scattering takes place from a rectangular surface patch of area
A = 4XY whose dimensions are 2X and 2Y in the X0 and Y0 directions.
The quantity FBK appearing in the diffuse component is the geometric fac-
tor, and its choice is of critical importance to the B-K model. The quantity
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g(θi, θs) = σ2v2
z(θi, θs) plays an important role, since it has been used in the

literature to divide surfaces into three broad categories. These are a) slightly-
rough (g(θi, θs) � 1), b) moderately-rough (g(θi, θs) � 1) and c) very-rough
(g(θi, θs) � 1) surfaces.

The geometrical factor F which is derived by Beckmann (FBK) is given by

FBK(θi, θs, φs) =
1 + cos θi cos θs − sin θi sin θs cosφs

cos θi(cos θi + cos θs)
(3)

Unfortunately, as highlighted by several authors [14], this choice fails to reliably
predict the scattering behavior at large angles of incidence and scattering. To
overcome this problem based on phenomenological arguments Vernold and Har-
vey [14] argue for the use the geometrical factor F 2

V H = cos θi that is Lambertian
in form and depends only on the cosine of the incidence angle. This modification
gives reasonable experimental agreement with scattering data for rough surfaces
at large angles of incidence and large scattering angles.

There is considerable debate about the meaning and proper use of the geo-
metrical (inclination) factor F [8]. In fact, a variety of forms for F have been
proposed in the wave scattering literature. For instance, based on boundary con-
dition considerations Ogilvy [9] argues for the factor FY = FBK cos θi. Ogilvy
also stresses that the F-factor is independent of the choice of total or scattered
field within the B-K integrand [9]. Note that the expression derived by Ogilvy
is for the scattered intensity. To derive the scattered radiance, one should di-
vide the scattered intensity by cos θs [4]. Nieto and Garcia [8] have shown that
the factor used by Kirchhoff is related to that of Beckmann by the formula
FNG = FBK cos θi/ cos θs, and note that a factor cos θs/ cos θi is necessary to
ensure energy normalization. An atomic scattering model is used to derive their
expressions, and hence it is not guaranteed that their model can predict macro-
scopic surface scattering effects accurately.

Here we follow Harvey et al. [4] and interpret Beckmann’s result as diffracted
scattered radiance rather than scattered intensity. This means that for moderate-
ly-rough and very-rough surfaces we can write Lo(θi, φi, θs, φs) ∝ D(θi, φi, θs, φs).

3 Subsurface Refractive Attenuation

The Fresnel coefficient has been widely used to account for subsurface scattering.
For instance, Wolff [15] has used it to correct Lambert’s law for smooth surfaces.
Torrance and Sparrow [12] have included the Fresnel term in their specular
intensity model. It is also used in the more complex model of He et al. [5] which
attempts to account for a number of effects including subsurface scattering.

Wolff has developed a physically motivated model for diffuse reflectance from
smooth dielectric surfaces [15]. The model accounts for subsurface light scatter-
ing, using the Fresnel attenuation term. The attenuation term modifies Lam-
bert’s law in a multiplicative manner and accounts for the refractive attenuation
in the surface-air layer. The model successfully accounts for a number of distinc-
tive features of diffuse reflectance from smooth surfaces. For instance, it accounts
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for both diffuse reflectance maxima when the angles between the viewer and the
light-source exceeds 50 degrees, and also significant departures from Lambert’s
law. According to this model, the surface radiance is given by

Lo(θi, θs, n) = �Li cos θi[1− f(θi, n)]{1− f(sin−1[(sin θs)/n], 1/n)} (4)

The attenuation factor, 0 ≤ f(αi, n) ≤ 1.0, is governed by the Fresnel function

f(αi, r) =
1
2

sin2(αi − αt)
sin2(αi + αt)

[
1 +

cos2(αi + αt)
cos2(αi − αt)

]
(5)

The transmission angle αt of light into the dielectric surface is given by Snell’s law
r = (sinαi)/(sinαt). The parameter n is the index of refraction of the dielectric
medium. When light is transmitted from air into a dielectric r = n and αi = θi.
However, when transmission is from a dielectric into air, then r = 1/n and
αi = sin−1[(sin θs)/n]. The Wolff model deviates from the Lambertian form, i.e.
cos θi, when the Fresnel terms become significant. Almost all commonly found
dielectric materials have an index of refraction, n, in the range [1.4, 2.0]. As a
result the Fresnel function is weakly dependent upon the index of refraction for
most dielectrics. The value of the scaling factor � is very nearly constant over
most illumination conditions [15].

Our approach is to replace the geometrical term F 2 in the B-K model with
a Fresnel correction term. Whereas Vernold and Harvey [14] have replaced the
F 2 term by cos θi, we replace it by the factor cos θi multiplied by two Fresnel
terms (for incidence and for reflection). The correction term is

F 2
FC2(θi, θs, n) = [1− f(θi, n)]{1− f(sin−1[(sin θs)/n], 1/n)} cosθi (6)

We also investigate the behavior of an alternative Fresnel correction term in
which F 2

FC1 = F 2
FC2 cos θi.

4 Experiments

We have fitted the various variants of the B-K model to the CUReT data using a
least-squares fitting technique, using both exponential (denoted X-E) and Gaus-
sian (denoted X-G) correlation functions. To do this we seek the slope parameter
values that minimize the mean-squared-error

MSE =
K∑

k=1

[LM
o (θk

i , φ
k
i , θ

k
s , φ

k
s)− LD

o (θk
i , φ

k
i , θ

k
s , φ

k
s )]2 (7)

where LM
o is the normalized radiance value predicted by the model, LD

o that
obtained from the BRDF data, and k runs over the index number of the illu-
mination configurations used (there are K = 205 configurations in the CUReT
database). To locate the least-squares (LSE) slope parameter values we test 200
equally spaced values in the interval [0.1, 1.1] for the model variants with a
Gaussian correlation function and in the interval [0.5, 2.5] for those with an
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Fig. 1. Least-squared-error for the Oren-Nayar model and the B-K model variants with
the Gaussian (left) and exponential (right) correlation functions versus sample index
sorted according to increasing slope estimates (corresponding to the FC2-E variant).

exponential correlation function. In Fig. 1 we summarize the results. Here we
have sorted the samples according to increasing slope parameter using the FC2-
E variant, and have plotted the least-squared-error (LSE) between the model
and the data as a function of surface sample number. The left-hand plot is for
the Gaussian correlation function and the right-hand plot is for the exponen-
tial correlation function. There are a number of features that drawn from the
plot. First, the LSE for the Oren-Nayar model (ON) decreases with increasing
roughness, i.e. the fit of the model to the different data samples improves with
increasing roughness. For both the original B-K model (BK-G and BK-E) and
the Nieto-Garcia model (NG-BK-G and NG-BK-E), on the other hand, the LSE
increases with increasing roughness. In other words, the models work best for
slightly-rough surfaces. A similar, but less marked effect is exhibited by the V-H
modification of the B-K model. For both Fresnel correction variants of the B-K
model, in particular FC2, the LSE is consistently lower than all of the alterna-
tives, it is also relatively insensitive to the roughness order. Hence, the model is
a better fit to the data over all scales of roughness.

There are a number of conclusions that can be drawn from these plots. First
we consider the behavior of the Oren-Nayar model. From Fig. 1 it is clear that
the model gives the best results for very-rough surface samples. Next we turn
our attention to the original B-K model and the modification to it by Vernold
and Harvey. The V-H modification (VH-E and VH-G) gives LSE values that are
always lower than those obtained with the original model (BK-E and BK-G).
For the modified B-K model it is difficult to distinguish between the exponential
(VH-E) and Gaussian (VH-G) correlation functions on the basis of LSE. For
the original B-K model, the Gaussian correlation function (BK-G) always gives
a slightly lower LSE than the exponential one (BK-E). Finally, when Ogilvy’s
expression for surfaces with a Gaussian correlation function (Y-BK-G) is used
then the results for certain surface samples are better than those obtained using
the original B-K model. These conclusions are supported by Fig. 2. In their
study of this data, Koenderink et al. [6] have noted that the observations are



Adding Subsurface Attenuation to the Beckmann-Kirchhoff Theory 253

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O-N (01)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O-N (05)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O-N (12)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O-N (33)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O-N (37)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O-N (44)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O-N (56)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-G (01)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-G (05)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-G (12)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-G (33)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-G (37)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-G (44)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-G (56)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-E (01)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-E (05)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-E (12)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-E (33)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-E (37)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-E (44)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VH-E (56)

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-G (01

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-G (05

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-G (12

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-G (33

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-G (37

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-G (44

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-G (56

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-E (01

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-E (05

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-E (12

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-E (33

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-E (37

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-E (44

0 50 100 150 200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FC2-E (56

Fig. 2. Selected plots for the surface samples 1, 5, 12, 33, 37, 44 and 56: normalized
radiance versus data index (0-205) corresponding to increasing radiance data: model
predictions (solid curves, Table 1) and data measurements (dashed curves).

relatively sparse, and hence their visualization over the four angular variables
is not a straightforward task. To overcome these problems, we have sorted the
BRDF measurement indices in the order of increasing radiance, so that we can
compare them with different reflectance models more conveniently. This method
of sorting results in slowly varying data curves, but rather irregular model curves.

We have shown only the plots corresponding to the Oren-Nayar model to-
gether with those for the VH-G, VH-E, FC2-G and FC2-E model variants. These
variants of the B-K model result in the best fits with the data when compared
to the remaining alternatives. Here, for all surface samples studied, the FC2-E
and FC2-G models give the qualitatively better fits. The V-H modification gives
rather poor results. The Oren-Nayar model performs best on the very-rough
samples. From the corresponding plots, the fits appear qualitatively good, ex-
cept perhaps at large radiance values. However, for the smooth and moderately
rough samples, the Oren-Nayar model does not perform well when compared
with the alternatives.
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5 Conclusions

In this paper we have explored how to extend the Beckmann-Kirchhoff (B-K)
theory [1] to surfaces of intermediate roughness. The most successful existing
version of the B-K model is the modification due to Vernold-Harvey [14]. This
modification is aimed at improving the B-K model for large incidence and scat-
tering angles. To develop a modification of the model which can be used for
moderately-rough surfaces, we have exploited the Fresnel coefficient in a manner
similar to that of Wolff [15]. This allows us to incorporate the effects of refractive
attenuation into the B-K theory.
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Abstract. Keypoints (junctions) provide important information for
focus-of-attention (FoA) and object categorization/recognition. In this
paper we analyze the multi-scale keypoint representation, obtained by
applying a linear and quasi-continuous scaling to an optimized model of
cortical end-stopped cells, in order to study its importance and possibili-
ties for developing a visual, cortical architecture. We show that keypoints,
especially those which are stable over larger scale intervals, can provide
a hierarchically structured saliency map for FoA and object recognition.
In addition, the application of non-classical receptive field inhibition to
keypoint detection allows to distinguish contour keypoints from texture
(surface) keypoints.

1 Introduction

Models of cells in the visual cortex, i.e. simple, complex and end-stopped, have
been developed, e.g. [4]. In addition, several inhibition models [3, 11], keypoint
detection [4, 13, 15] and line/edge detection schemes [3, 13, 14], including dis-
parity models [2, 9, 12], have become available. On the basis of these models
and processing schemes, it is now possible to create a cortical architecture for
figure-background separation [5, 6] and visual attention or focus-of-attention
(FoA), bottom-up or top-down [1, 10], and even for object categorization and
recognition.

In this paper we will focus on keypoints, for which Heitger et al. [4] developed
a single-scale basis model of single and double end-stopped cells. Würtz and
Lourens [15] presented a multi-scale approach: spatial stabilization is obtained
by averaging keypoint positions over a few neighboring micro-scales. We [13] also
applied multi-scale stabilization, but focused on integrating line/edge, keypoint
and disparity detection, including the classification of keypoint structure (e.g.
T, L, K junctions). Although the approaches in [13, 15] were multi-scale, the
aim was stabilization at one (fine) scale. Here we will go into a truly multi-
scale analysis: we will analyze the multi-scale keypoint representation, from very
fine to very coarse scales, in order to study its importance and possibilities for
developing a cortical architecture, with an emphasis on FoA. In addition, we
will include a new aspect, i.e. the application of non-classical receptive field
(NCRF) inhibition [3] to keypoint detection, in order to distinguish between
object structure and surface textures.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 255–262, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 End-Stopped Models and NCRF Inhibition

Gabor quadrature filters provide a model of cortical simple cells [8]. In the spatial
domain (x,y) they consist of a real cosine and an imaginary sine, both with a
Gaussian envelope. A receptive field (RF) is denoted by (see e.g. [3]):

gλ,σ,θ,ϕ(x, y) = exp
(
− x̃

2 + γỹ2

2σ2

)
· cos(2π

x̃

λ
+ ϕ),

x̃ = x cos θ + y sin θ; ỹ = y cos θ − x sin θ,

where the aspect ratio γ = 0.5 and σ determines the size of the RF. The spa-
tial frequency is 1/λ, λ being the wavelength. For the bandwidth σ/λ we use
0.56, which yields a half-response width of one octave. The angle θ determines
the orientation (we use 8 orientations), and ϕ the symmetry (0 or π/2). We
apply a linear scaling between fmin and fmax with, at the moment, hundreds of
contiguous scales.

The responses of even and odd simple cells, which correspond to the real and
imaginary parts of a Gabor filter, are obtained by the convolution of the input
image with the RF, and are denoted by RE

s,i(x, y) and RO
s,i(x, y), s being the scale

and i the orientation (θi = iπ/(Nθ − 1)) and Nθ the number of orientations. In
order to simplify the notation, and because the same processing is done at all
scales, we drop the subscript s. The responses of complex cells are modelled by
the modulus

Ci(x, y) = [{RE
i (x, y)}2 + {RO

i (x, y)}2]1/2.

There are two types of end-stopped cells [4, 15], i.e. single (S) and double (D). If
[·]+ denotes the suppression of negative values, and Ci = cos θi and Si = sin θi,
then

Si(x, y) = [Ci(x+ dSi, y − dCi)− Ci(x− dSi, y + dCi)]
+ ;

Di(x, y) =
[
Ci(x, y)−

1
2
Ci(x + 2dSi, y − 2dCi)−

1
2
Ci(x− 2dSi, y + 2dCi)

]+
.

The distance d is scaled linearly with the filter scale s, i.e. d = 0.6s. All end-
stopped responses along straight lines and edges need to be suppressed, for which
we use tangential (T) and radial (R) inhibition:

IT (x, y) =
2Nθ−1∑

i=0

[−Ci mod Nθ
(x, y) + Ci mod Nθ

(x + dCi, y + dSi)]
+ ;

IR(x, y) =
2Nθ−1∑

i=0

[
Ci mod Nθ

(x, y)− 4 · C(i+Nθ/2) mod Nθ
(x+

d

2
Ci, y +

d

2
Si)
]+

,

where (i +Nθ/2) mod Nθ ⊥ i mod Nθ.
The model of non-classical receptive field (NCRF) inhibition is explained in

more detail in [3]. We will use two types: (a) anisotropic, in which only responses
obtained for the same preferred RF orientation contribute to the suppression,
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and (b) isotropic, in which all responses over all orientations equally contribute
to the suppression.

The anisotropic NCRF (A-NCRF) model is computed by an inhibition term
tAs,σ,i for each orientation i, as a convolution of the complex cell response Ci with
the weighting function wσ, with wσ(x, y) = [DoGσ(x, y)]+/‖[DoGσ]+‖1, ‖ · ‖1
being the L1 norm, and

DoGσ(x, y) =
1

2π(4σ)2
exp(−x

2 + y2

2(4σ)2
)− 1

2πσ2
exp(−x

2 + y2

2σ2
).

The operator bAs,σ,i corresponds to the inhibition of Cs,i, i.e. bAs,σ,i = [Cs,i −
αtAs,σ,i]

+, with α controlling the strength of the inhibition.
The isotropic NCRF (I-NCRF) model is obtained by computing the inhi-

bition term tIs,σ which does not dependent on orientation i. For this we con-
struct the maximum response map of the complex cells C̃s = max{Cs,i}, with
i = 0, ...Nθ − 1. The isotropic inhibition term tIs,σ is computed as a convolu-
tion of the maximum response map C̃s with the weighting function wσ, and the
isotropic operator is bIs,σ = [C̃s − αtIs,σ]+.

3 Keypoint Detection with NCRF Inhibition

NCRF inhibition permits to suppress keypoints which are due to texture, i.e.
textured parts of an object surface. We experimented with the two types of
NCRF inhibition introduced above, but here we only present the best results
which were obtained by I-NCRF at the finest scale.

All responses of the end-stopped cells S(x, y) =
∑Nθ−1

i=0 Si(x, y) andD(x, y) =∑Nθ−1
i=0 Di(x, y) are inhibited in relation to the complex cells (by bIs,σ), i.e. we

use α = 1, and obtain the responses S̃ and D̃ of S and D that are above a small
threshold of bIs,σ. Then we apply I = IT + IR for obtaining the keypoint maps
KS(x, y) = S̃(x, y) − gI(x, y) and KD(x, y) = D̃(x, y) − gI(x, y), with g ≈ 1.0,
and then the final keypoint map K(x, y) = max{KS(x, y), KD(x, y)}.

Figure 1 presents, from left to right, input images and keypoints detected
(single scale), before and after I-NCRF inhibition. The top image shows part of
a building in Estoril (“Castle”). The middle images show two leaves, and the
bottom one is a traffic sign (also showing, to the right, vertex classification with
micro-scale stability, see [13]). Most important keypoints have been detected,
and after inhibition contour-related ones remain. Almost all texture keypoints
have been suppressed, although some remain (Castle image) because of strong
local contrast and the difficulty of selecting a good threshold value without
eliminating important contour keypoints (see Discussion).

4 Multi-scale Keypoint Representation

Here we focus on the multi-scale representation. Although NCRF inhibition can
be applied at each scale, we will not do this for two reasons: (a) we want to
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Fig. 1. Keypoints without and with NCRF inhibition; see text.

study keypoint behavior in scale space for applications like FoA, and (b) in
many cases a coarser scale, i.e. increased RF size, will automatically eliminate
detail (texture) keypoints. In the multi-scale case keypoints are detected the
same way as done above, but now by using KS

s (x, y) = Ss(x, y) − gIs(x, y) and
KD

s (x, y) = Ds(x, y)− gIs(x, y).
For analyzing keypoint stability we create an almost continuous, linear, scale

space. In the case of Fig. 2, which shows the (projected) trajectories of detected
keypoints over scale in the case of a square and a star, we applied 288 scales
with 4 ≤ λ ≤ 40. Figure 2 illustrates the general behavior: at small scales
contour keypoints are detected, at coarser scales their trajectories converge, and
at very coarse scales there is only one keypoint left near the center of the object.
However, it also can be seen (star object) that there are scale intervals where
keypoints are unstable, even scales at which keypoints disappear and other scales
at which they appear. (Dis)appearing keypoints are due to the size of the RFs
in relation to the structure of the objects, in analogy with Gaussian scale space
[7]. Unstable keypoints can be eliminated by (a) requiring stability over a few
neighboring micro-scales [13], i.e. keep keypoints that do not change position over
5 scales, the center one and two above and two below (Fig. 2e), or (b) requiring
stability over at least Ns neighboring scales (Fig. 2f and 2g with Ns = 10 and
40, respectively).

The leftmost five columns in Fig. 3 illustrate that similar results are obtained
after blurring, adding noise, rotation and scaling of an object (a leaf), whereas
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Fig. 2. Keypoint scale space, with finest scale at the bottom. From left to right: (a)
square; (b) projected 3D keypoint trajectories of square; (c) and (d) star and projected
trajectories; (e) micro-scale stability; (f) and (g) stability over at least 10 and 40 scales
respectively.

the last two columns show results for other leave shapes. In all cases, important
contour keypoints remain at medium scales and texture keypoints disappear,
without applying NCRF inhibition.

With respect to object categorization/recognition, a coarse-to-fine scale strat-
egy appears to be feasible. Figure 4 shows an image with four objects, i.e. two
leaves, a star and a van from a traffic sign (see [13]). At very coarse scales the
keypoints indicate centers of objects. In the case of the elongated van, an even
coarser scale is required. Going from coarse to fine scales, keypoints will indi-
cate more and more detail, until the finest scale at which essential landmarks on
contours remain. In reality, the keypoint information shown will be completed
by line/edge and disparity (3D) information.

Figure 5 shows that a coarse-to-fine strategy is also feasible in the case of real
scenes, i.e. the tower of the Castle image. At coarse scales keypoints indicate the
shape of the tower; at finer scales appear structures like the battlements, whereas
the corners of the battlements appear at the finest scales. Here we did not apply
NCRF inhibition to all scales in order to show that the multi-scale approach
selectively “sieves” according to structure detail and contrast.

Another element of an object detection scheme is focus-of-attention by means
of a saliency map, i.e. the possibility to inspect, serially or in parallel, the most
important parts of objects or scenes. If we assume that retinotopic projection is
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Fig. 3. From left to right: ideal image, blurred, with added noise, rotated and scaled
leaf, plus two other leaves. From fine (2nd line) to medium scale (bottom line).

Fig. 4. Object detection from coarse (right) to fine (left) scales (4 ≤ λ ≤ 50).

maintained throughout the visual cortex, the activity of keypoint cells at position
(x, y) can be easily summed over scale s. At the positions where keypoints are
stable over many scales, this summation map, which could replace or contribute
to a saliency map [10], will show distinct peaks at centers of objects, impor-
tant structures and contour landmarks. The height of the peaks can provide
information about the relative importance. This is shown in Fig. 6. In addition,
this summation map, with some simple processing of the projected trajecto-
ries of unstable keypoints, like lowpass filtering and non-maximum suppression,
might solve the segmentation problem: the object center is linked to important
structures, and these are linked to contour landmarks. Such a data stream is
data-driven and bottom-up, and could be combined with top-down processing
from inferior temporal cortex (IT) in order to actively probe the presence of ob-
jects in the visual field [1]. In addition, the summation map with links between
the peaks might be available at higher cortical levels, where serial processing
occurs for e.g. visual search.
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Fig. 5. Keypoint scale-space without NCRF inhibition. From left to right and top to
bottom increasing scale (4 ≤ λ ≤ 50).

Fig. 6. 3D visualization of the keypoint summation map of the star.

5 Conclusions

The primary visual cortex contains low-level processing “engines” for retinotopic
feature extraction. These include multi-scale lines and edges, bars and gratings,
disparity and keypoints. Mainly being data-driven, these engines feed higher
processing levels, for example for translation, rotation and scale invariant object
representations, visual attention and search, until object recognition.

To the best of our knowledge, this is the first study to analyze the impor-
tance of multi-scale keypoint representation for e.g. focus-of-attention and object
recognition. We showed that the trajectories of keypoints in scale space may be
quite complex, but also that keypoints are stable at important structures. In
general, at coarse scales keypoints can be expected at centers of objects, at finer
scales at important structures, until they cover finest details. We also showed
that retinotopic summation of “keypoint-cell activity” over scale provides very
useful information for a saliency map (FoA), and even could solve the segmen-
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tation problem by bounding objects and linking structures within objects. It
seems that the multi-scale keypoint representation, obtained by a linear scaling
of cortical end-stopped operators, might be the most important component in
building a complete cortical architecture. However, much more information is
available through line and edge cells, bar and grating cells, and disparity-tuned
cells. In addition, data-driven and bottom-up signals must be used together with
top-down or feedback signals coming from higher processing levels.

Finally, it should be mentioned that the hundreds of quasi-continuous scales
used here, which is computationally very expensive, can be seen as an abstrac-
tion of cortical reality: in reality, there may be an octave or half-octave RF
organization, with at each level adaptivity (plasticity) in order to stabilize de-
tection results. Such a scheme, and its application to e.g. FoA, has not yet been
explored.
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Abstract. We illustrate the problem of comparing images by means of
their color segmentations. A group of seven distances are proposed within
the frame of the Integrated Region Matching distance and the employ of
Multivariate Gaussian Distributions (MGD) for the color description of
image regions. The performance of these distances is examined in tasks
such as image retrieval and object recognition using the two segmenta-
tion algorithms in [1] and [2]. The best overall results are obtained for
both tasks using the graph–partition approach along with the Fréchet
distance, outperforming other distances in comparing MGDs.

Keywords: color segmentation, image retrieval, object identification.

1 Introduction

The aim of this paper consists in comparing images on the base of their color
segmentation. The necessity for this arises from well–known tasks such as object
recognition, image indexing and retrieval, as well as others related to mobile
robotics. Content–based comparison of image segmentations can be viewed as
an object recognition problem. Nevertheless, our situation is slightly opener than
that of classical object recognition since segmentation of real images is most of
the time imperfect. We need a more flexible way to compare segmented images
on the basis of their content whether segmentation is perfect or not.

Consequently, our concern in this paper is to study different distances be-
tween images based on their color segmentation which can cope with imperfect
segmentations. Such a measure would be helpful both in finding images in a
database, identifying objects and comparing image by their content. Our aims
heed the set of techniques known as Content–Based Image Retrieval (CBIR)
since those methods develop measures among images based on their content to
effectively indexing and searching in large–scale image databases. More precisely,
CBIR is the set of techniques for retrieving semantically–relevant images from
an image database on automatically–derived image features.

The reasons for using this framework are mainly two. First, these techniques
are not focused on finding an exact identification, rather more flexible retrieval
schemes are usually undergone. Second, they tend to cope with imperfect or
inexact segmentations. Therefore, this paper proposes some distances between
regions in the context of a CBIR distance between segmentations to evaluate
their performance in tasks such as object identification and image retrieval.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 263–270, 2005.
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2 Related Work

Because of the lack of space, we only refer to some of the best–known CBIR
techniques. CBIR for general purpose databases is still a great challenging prob-
lem because of the size of such databases, the difficulties in both understanding
images and formulating a query, and the properly evaluation of results. A com-
mon problem for all CBIR systems is to extract a signature from images based
on their pixel values and to define an effective rule for comparing images.

The signature, whose components are called features, serves as the image rep-
resentation. The important reason for using signatures, besides the significant
compression of the image representation, is that of improving the correlation
between image pixels and image semantics, i.e., understanding the image con-
tent by means of its pixel values. Most existing general–purpose CBIR systems
roughly fall into the next three categories, depending on the image signatures

– Histograms: IBM QBIC [3], MIT Photobook [4].
– Color layouts: VIRAGE [5], Columbia VisualSEEK and WebSEEK [6], Stan-

ford WBIIS [7], and WALRUS [8].
– Region–based systems: NeTra [9], Blobworld [10], SIMPLIcity [11], SNL [12].

After extracting signatures, the next step is to determine a comparison rule,
which includes a querying scheme – global or partial search – and the definition of
a similarity measure between two images. Despite numerous types of signatures
can be employed, such as shape and texture, our concern here is just those based
on the color information of image pixels.

3 Distance Between Segmented Images

Intuitively, a region–based distance between two segmented images can be de-
fined as the total amount of differences between corresponding regions. It is clear
that only regions which are likely the same in both segmentations must be taken
into account. Otherwise, the measure would be biased. In addition, any distance
based on image segmentation should be tolerant to inaccuracies. To define this
kind of measures, an attempt to match regions must be carried out somehow,
despite it could be error prone and time consuming. Nevertheless, matching has
to be softened by allowing one region of an image to be matched to several
regions in another one since segmentations are not perfect.

Furthermore, a similarity measure among regions is equivalent to a distance
between sets of points in a feature space. Every point in the space corresponds to
a descriptor of a region. Although the distance between two points in a feature
space can be chosen from a variety, it is not obvious how to define a distance
between two groups or distributions of points. In this paper, we first describe
the region descriptor applied throughout the work to account for color distri-
butions. Afterwards, a number of different approaches to measure the similarity
between these descriptors are proposed. Finally, we describe how to group all
these measures into only one distance between two segmented images.
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3.1 Multivariate Gaussian Distributions

We describe region colors as a Multivariate Gaussian Distribution (MGD) of
probability for its simplicity and compactness, along with its good mathematical
properties. Besides, it is a natural way of introducing Gaussian Mixture Models
(GMM) as a method of representing segmented images [2]. Hence, let the color
of a region be a random variable X ∼ Nd (μ,Σ) distributed as

P (x|Θ) =
1

(2π)d/2|Σ|1/2
exp

(
−1

2
(x− μ)Σ−1 (x− μ)t

)
(1)

where x ∈ Rd is a sample point, Θ = {μ,Σ} are the mean and covariance matrix
of P , respectively, and d is the space dimension1. We note as X the distribution
of the random variable X . So, for each region Ri in image I there will be a
distribution Xi whose parameters are {xi,Σi, ωi}, being ωi the region weight,
and xi and Σi are the sample mean and covariance matrix, respectively.

3.2 Distances Between Image Regions

Now, we discuss seven diverse distances between two regions Rx and Ry, ex-
pressed in terms of their distributions X and Y. Nevertheless, this is not the
discriminant case where a distance D(x,Y) between a point x and a distribution
Y is computed to know whether x belongs to Y. Rather, we need to estimate
the distance between two whole MGDs, i.e., D(X ,Y), corresponding to random
variables X ∼ Nd (μx, Σx) and Y ∼ Nd (μy, Σy).

Euclidean Distance. It consists only in computing the Euclidean distance
between the two means, x and y, each of them representing a distribution center

D2 (X ,Y) = ‖x− y‖2 (2)

Its simplicity is both a pro and a con, since it neither appraises the shape of
the distributions nor its relative size, conveyed in the covariance matrices.

Mahalanobis Distance. Shape and orientation could be interesting when try-
ing to compare distributions, for example, whenever two distributions are cen-
tered at the same point. Mahalanobis distance introduces these subtleties into
account by using as a metric the inverse of the covariance matrix of the partic-
ular distribution. This way, the squared distance between a sample point y and
a distribution X is computed as D2(y,X ) = (y − x)Σ−1

x (y − x)t.
Since these distances are bilinear, it is true that the mean distance to a distri-

bution of a set of points {yi}i=1,...,ny equals to the distance between the sample
mean y and that distribution, that is, 1

ny

∑ny

i=1D2(yi,X ) = D2(y,X ). Parame-
ters {x,Σx} belonging to X were estimated using the sample {xj}j=1,...,nx .

1 Usually 3 in a color coordinates such as RGB, HSI or Lab.
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Therefore, the reverse distance D2 (x,Y) between {xi} points and the distri-
bution Y, whose parameters are computed using the sample {yi}, can also be
taken into account. Hence, it seems natural to define the total distance between
the two distributions X and Y as the mean of the two previous distances, that
is, D2(X ,Y) = 1

2 (D2(x,Y) +D2(y,X )), which is equivalent to the expression

D2 (X ,Y) = (x− y)
[
1
2
(
Σ−1

x +Σ−1
y

)]
(x− y)t (3)

Fréchet Distance. Another way to compute a distance between two MGDs is
the Fréchet distance [13]. Fréchet distance between two random variables X and
Y is defined by minX,Y E{‖ X − Y ‖2}. This is a special case of the Monge–
Kantorovich mass transference problem. Dowson and Landau [13] solved this
problem for the case of X and Y being elliptically symmetric, which is the con-
dition of the MGD. Hence, the distance between X and Y can be written as

D2 (X ,Y) = ‖x− y‖2 + tr
[
Σx + Σy − 2 (ΣxΣy)1/2

]
(4)

Fréchet distance is composed of two terms, namely, an Euclidean distance
among means and a distance on the space of covariance matrices. Additionally,
it is a closed–form solution to the Earth’s Mover Distance (EMD) in the situation
of two equally weighted Gaussian2 and a natural distance for the Gaussian region
representation.

Fröbenius Distance. Alike Fréchet distance, this one computes the distance
between two MGD by addition of two partial distances, one among means (Eu-
clidean) and another among covariances, which is defined between matrices based
on the norm of the difference matrix computed from the covariances Σx and Σy,
calculated as if they were vectors (componentwise), i.e.,

D2(X ,Y) = ‖x− y‖2 + ‖Σx −Σy‖2 (5)

Bhattacharyya Distance. Bhattacharyya’s affinity kernel [14] was extensively
used as a similarity measure in tasks such as object tracking [15]. It is defined
as K(X ,Y) =

∫
Ω

√
Px(v)Py(v) dv, where Px and Py are PDFs of the random

variables X and Y , respectively, and v ∈ Ω ⊂ Rd. This is a divergence–type
measure interpretable as a (normalized) correlation between PDFs [15].

A closed form in the case of MGDs for the above kernel is suggested in [16]
as K(X ,Y) = k · exp (− 1

2D2(X ,Y)), where k = |Σz|1/2/(|Σx|1/4|Σy|1/4) and,
by analogy, D2 (X ,Y) is

D2(X ,Y) =
1
2
(
xΣ−1

x xt + yΣ−1
y yt − 2 zΣ−1

z zt
)

(6)

with the additional definitions of matrix Σz = [12 (Σ−1
x + Σ−1

y )] and vector z =
1
2 (Σ−1

x x + Σ−1
y y).

2 This assumption can be totally assumed whenever segmented images are employed.
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Kullback–Leibler Distance. The Kullback–Leibler (KL) divergence is a mea-
sure of the alikeness between two PDFs based on information theoretic motiva-
tions [17], defined as KL(X ,Y) =

∫
Ω
Px(v) log(Px(v)/Py(v)) dv. If both Px and

Py are MGDs, it turns into KL(X ,Y) = tr
(
Σ−1

y Σx

)
+ log|Σy| − log|Σx| − d.

Since KL divergence is not symmetric in general, it must be symmetrized be-
fore defining a proper distance as followsKLS(X ,Y)= 1

2 (KL(X ,Y)+KL(Y,X )).
Consequently, the KLS distance thus obtained is given as

KLS(X ,Y) =
1
2
(
tr
(
Σ−1

y Σx

)
+ tr

(
Σ−1

x Σy

)
− 2d

)
(7)

As for the cases of Fröbenius and Fréchet, Eq. (7) only represents a metric
in the covariance space, so the distance is D2(X ,Y) = ‖x− y‖2 +KLS(X ,Y).

Jensen–Shannon Distance. KL divergence has a number of numerical dif-
ficulties when covariances are close to singularity. A variant to overcome such
a problem is the Jensen–Shannon divergence (JSD), defined as JSD(X ,Y) =
1
2 (KL(X , X+Y

2 ) +KL(Y, X+Y
2 )), which in the MGD case changes into

JSD(X ,Y) =
1
2

(
tr
(
2 (Σx + Σy)−1 Σx

)
+ tr

(
2 (Σx + Σy)−1 Σy

))
(8)

Again, Eq. (8) is just a distance between covariances and must be completed
to get a distance between distributions as D2(X ,Y) = ‖x− y‖2 + JSD(X ,Y).

3.3 IRM Similarity Measure

Integrated Region Matching (IRM) measures the overall similarity between im-
ages by integrating distances among regions of two images. An advantage of the
overall similarity measure is its robustness against poor segmentations. Precisely,
a region–to–region match is obtained when regions are significantly similar to
each other in terms of the extracted signature Xi, i.e., the most similar regions
are matched first. Then, the whole distance is computed as a weighted sum of
distances between region pairs as follows

IRM(X ,Y) =
n∑

i=1

m∑
j=1

sijdij (9)

where dij = D(Xi,Xj) and sij ≥ 0 is the level of significance between two
regions, which indicates the relevance of the matching for determining the whole
distance between the two images. It is required that the most similar regions get
the highest priority, so the IRM algorithm in [11] attempts to assign as much
significance as possible to region pairs with the least distance dij .

Additionally, the selection of the region weights wi must be faced. These
values are related to the levels of significance as

∑
j sij = wi and

∑
i sij = w′

j .
Despite that choice can be done uniformly for all regions, we prefer the area
percentage scheme, where wi is the ratio between region area and image area,
since more salient objects in an image tend to occupy larger areas, besides of
being less sensitive to inaccurate segmentations.



268 Jaume Vergés-Llah́ı and Alberto Sanfeliu

4 Experiments and Results

The database used in these experiments belongs to the Columbia Object Image
Library (COIL)3, which consists in the color images of 100 objects viewed under
72 poses against a black background. Nevertheless, we used a smaller set of
Nset = 18 views per object to get greater variations, along with only Nobj = 51
objects – Fig. 1(a) –, which definitively makes a sufficient database of Ntotal =
918 color images to test the above distances between segmentations. For each
image, two segmentations were obtained by using Figueiredo’s EM in [2] and
our graph–partition approach in [1]. In Fig. 1(b) and Fig. 1(c) we show some
segmentation results of the objects’ frontal views in Fig. 1(a).

(a) (b) (c)

Fig. 1. COIL database: (a) original frontal views, (b) graph–partition segmentation,
and (c) Figueiredo’s segmentation.

We want to establish the performance of each of the aforementioned distances
to benchmark them for any posterior application. To that purpose, we carry out
two kinds of tests, an image retrieval and an object matching experiments.

Image retrieval emulates the response of a system to a global query. That re-
sponse is a set of images sorted by their increasing distance to the queried image.
After sorting them, only the first Nret images are selected. Nret = 1, . . . , Nset

is the num. of images retrieved. The num. of relevant images retrieved is Nrel.
Two measures are used to evaluate the retrieval performance, namely, recall and
precision [12]. Recall is the percentage of the total relevant images retrieved,
Nrel/Nset, whereas precision refers to the capability of the system to retrieve only
relevant images, Nrel/Nret. The total num. of relevant images are the num. of
images per object set Nset. The Precision vs. Recall plots in Fig. 2 for each
segmentation approach comprehensively exhibit those results. Those graphics
show how precision decays when the fraction of relevant images is pushed up.
The slower the fall, the better. Hence, Fréchet distance seems the best distance,
while Fröbenius is the worst, for both segmentation algorithms. Besides, graph–
partition results are slightly better than those of Figueiredo’s.

3 http://www1.cs.columbia.edu/CAVE/research/softlib/coil-100.html
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Fig. 2. Precision vs. Recall plots corresponding to each segmentation algorithm: (a)
graph–partition and (b) Figueiredo’s EM.

Matching experiment consists in evaluating every distance as a way to per-
form object identification. The former database was divided into two disjoint
subsets containing 9 images per object, that is, 459 images per set in total. One
set is the testing set while the other is the sample set. Then, the experiment
computes the total amount of correct identifications carried out by taking im-
ages from the testing set and finding the closest image in the sample set. A
correct matching occurs whenever the closest image recovered from the sample
set belongs to the same object as the image from the testing set.

Table 1. Object recognition results per segmentation method.

Distance Figueiredo [%] Partition [%]

Euclidean 89.11 (4) 91.29 (3)
Fréchet 94.34 (1) 95.21 (1)
Mahalanobis 89.54 (2) 91.50 (2)
Bhattacharyya 86.71 (5) 88.02 (6)
Fröbenius 84.53 (6) 89.32 (5)
Jensen–Shannon 89.11 (4) 91.29 (3)
KL Symmetric 89.32 (3) 91.07 (4)

Results corresponding to object identification are exhibited in Table 1 per-
formed using Lab color coordinates after the two previously mentioned color
image segmentation algorithms, namely, graph–partition and Figueiredo’s EM.
In regard to the recognition rates, the best overall results were obtained using
our segmentation and the Fréchet distance, and was as high as 95.21% of correct
object identifications, outperforming Mahalanobis distance. Euclidean distance
obtains medium positions, similarly to JSD and KLS, whereas the worst ones
are both Fröbenius and Bhattacharyya.
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5 Conclusions

This paper illustrated the problem of comparing images by means of their color
segmentations. A group of seven distances were proposed within the frame of the
IRM distance and the employ of Multivariate Gaussian Distributions (MGD) for
the color description of image regions. The performance of these distances was
examined in tasks such as image retrieval and object recognition using the two
segmentation algorithms in [1] and [2]. The best overall results were obtained for
both tasks using the graph–partition approach along with the Fréchet distance,
outperforming other distances in comparing MGDs.
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Abstract. This paper presents a method for the detection of multiple concentric 
circles which is based on the Hough Transform (HT). In order to reduce time 
and memory space the concentric circle detection with the HT is separated in 
two stages, one for the center detection and another for the radius determina-
tion. A new HT algorithm is proposed for the center detection stage which is 
simple, fast and robust. The proposed method selects groups of three points in 
each of the concentric circles to solve the circle equation and vote for the cen-
ter. Geometrical constraints are imposed of the sets of three points to guarantee 
that they in fact belong to different concentric circles. In the radius detection 
stage the concentric circles are validated. The proposed algorithm was com-
pared with several other HT circle detection techniques. Experimental results 
show the superiority and effectiveness of the proposed technique.  

1   Introduction 

There are several applications that require the automatic detection of concentric cir-
cles. Some examples include iris detection, the detection of washers in industrial parts 
or the detection of inhibition halos of antibacterial activity in the food industry. 

However, and despite the fact that circle detection with the Hough Transform (HT) 
was been widely studied, the specific case of the detection of concentric circles has 
received little attention. In fact, the only publication on this matter known to the au-
thors is the one proposed by Cao and Deravi [9]. The Cao-Deravi method is based on 
scanning the image horizontally and vertically to search for groups of three edge 
points in order to determine the parameters of a circle. The edge gradient direction is 
used as a guide, together with a set of search rules, to select the three edge points. The 
fact that this method only performs horizontal and vertical scanning makes it inade-
quate when there is occlusion or deformation of the circles. In addition, and even 
though gradient direction is not used directly, the fact that is used in the search makes 
the method susceptible to noise because gradient direction is very much affected by 
noise.  

The method we propose for concentric circle detection is also based on the search 
for three edge points belonging to the same circle. However, we scan the image in 
various directions and instead of using gradient direction to guide the search we rely 
on geometrical constraints. In the HT there is a tradeoff between computational effort 
in the edge space and computational effort in the accumulator space. The method we 
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propose involves more work in the edge space and is therefore more effective in 
situations where the background is complex or the image noise is significant, because 
in those cases the analysis of the accumulator is too complex. 

The proposed method will be described in section 2. 

2   Detection of Concentric Circles 

Circles are described by three parameters, the center coordinates (a,b) and the ra-
dius r: 

222 )()( rbyax =−+−  (1) 

Therefore, the conventional HT [1] needs a three dimensional parameter space. In 
order to reduce time and memory space, the problem of circle detection was separated 
in two stages [2] [3]. The first stage involves a two parameter HT to find the center 
(a,b) of the circles and the second stage involves a one dimensional HT, that is, a 
simple histogram, to identify the radius of the outer circle. A new algorithm is pro-
posed for the center detection stage. Since there are several circles in the image, there 
will be several peaks in the center parameter space corresponding to the different 
circle centers. In addition, there may be spurious peaks resulting from the interference 
of different circles. Therefore, the one dimensional Hough transform designed to 
identify the radius will also be used to validate the existence of two, or more, concen-
tric circles. 

We assume that the position and number of concentric circles halos is variable and 
unforeseeable and that the size of the concentric circles lies within the a known range 

����  to ���� . 

2.1   Detection of Circle Centers 

We propose a HT center detection method that is simple and, as results will show, is 
fast and reliable. The algorithm is robust to noise since it does not use gradient infor-
mation and is able to detect irregular and partially occluded circles.  

After edge detection, the connected components are labeled. For each point 
= � � 	� �� � �  another two points = � � 	� �� � �  and = � � 	� �� � �  of the same com-

ponent are randomly selected that satisfy the following expressions: 

 
 
 

��� ���� 	 � 	 �� � � �� � � � � �≤ − + − ≤  (2) 

≤ − + − ≤
 
 
 

��� ���� 	 � 	 �� � � �� � � � � �  (3) 

≤ − + − ≤
 
 
 

��� ���� 	 � 	 �� � � �� � � � � �  (4) 

where ���� is the maximum value allowed for the radius and ����  prevent selecting 

points too close. 
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The three points A, B and C are used to solve the circle equation and find a candi-
date circle center. Let = � � 		 		 � �  denote that candidate center.  

In the case of two concentric circles, the lines between AO, BO and CO should in-
tersect a different connected component at points D, E and F, respectively or even at 

points G, H and I. Moreover the angle between BA  and BC  should be the same as 

the angle between ED  and EF  or HI  and HG . This is illustrated in Fig. 1. 

 

Fig. 1. The lines between each point A, B and C on the outer circle and the center should inter-

sect the inner circle at points D, E and F respectively. The angle between line segments BA  

and BC  equals the angle between ED  and EF . 

Therefore, the proposed algorithm will draw three lines that go through each of the 
points A, B, C and the candidate center O and conduct a search for edge points that 
lie on each of the three lines and belong to a given connected component which is 
different from the one that points A, B and C belong to. If such three points D, E and 

F are found and they verify the angle requirement, ( ) ( )BA,BC ED,EFφ φ= , then the 

center coordinates O are incremented in the two dimensional Hough space. Addition-
ally, the three new points are used to find another estimate of the center O and this 
new estimate is also incremented in the Hough accumulator in order to increase the 
center detection accuracy. 

The Bresenham line drawing algorithm [4] was used to draw the lines and the 
Cramer’s rule was used to solve the circle equation from the sets of three points. The 

angle between two line segments, for instance BA  and BC  is calculated by the fol-
lowing expression: 

( ) cos
BA . BC

BA,BC arc
BA BC

φ =  (5) 

The number of concentric circles is variable and unforeseeable, and consequently 
the centers accumulator will have several peaks. In the radius detection stage de-
scribed in section 2̃.2 each candidate center will be validated. After a circle has been 
analyzed, in the centers accumulator a small region of cells around that center are 
zeroed and then the accumulator is searched for the next peak.  
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2.2   Detection of Circle Radius 

After a candidate circle center has been detected, edge points in the ���
�  square 

region around the candidate center vote for the corresponding circle radius using 
expression (1).  

Concentric circles will originate several peaks in the radius accumulator corre-
sponding to the different radii. Since larger concentric circles will also originate 
higher peaks in the radius accumulator, the count is normalized. In addition, the ac-
cumulator is filtered to enable the detection of the more diffuse or deformed circles. 
The filter proposed in [9] was used. We require that circles have some percentage of 
their circumference appearing in the image. That percentage may be different for the 
inner circles than for the outer ones depending on the application. 

 

  
a) b) 

Fig. 2. Radius histogram. Two maxima appear corresponding to two concentric circles. The 
identified circles were at r = 

  and �
=r  a) Number of votes b) Filtered count. 

A group of two concentric circles is identified as two peaks in the radius accumu-
lator that verify the percentage requirement. Fig. 2 shows an example of the radius 
histogram corresponding to an accepted concentric circle. In case there is prior 
knowledge about the expected ring width, that information can be incorporated to 
check the separation between peaks. Naturally, the method can be extended to deal 
with any number of concentric circles. 

3   Experimental Results 

In this section we will present results of the proposed method using real and synthetic 
images. We will study the performance of the technique with increasing additive 
Gaussian noise and compare it with the Ioannou method proposed in [9] and the Cao-
Deravi method [9]. The Cao-Deravi method was described in the introduction. The 
Iaonnou method, although it was not specifically designed for the detection of con-
centric circles, it can be utilized for that purpose if the radius validation suggested in 
section 2.2 is used. This method exploits the property that every line that perpendicu-
larly bisects any chord of a circle passes through its centre. Therefore, it selects pairs 
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of points of the same connected component and finds the line that perpendicularly 
bisects the two points. All the points on this line that belong to the parameter space 
are incremented. This method is very accurate and robust when compared to methods 
that rely on edge gradient direction. The Bresenham line drawing algorithm [4] was 
used to find the bisection line. 

The tests were performed in the following conditions. For each value of sigma 50 
test images of size 256x256 were created. Each image consisted of 5 black rings on a 
white background. The position, size and width of the rings were all randomly se-
lected meaning there may be overlap. An example is show in Fig. 3. The Canny op-
erator was used for edge detection because of its good localization and its robustness 
in the presence of noise, and also because Canny´s gradient magnitude is not as sensi-
tive to contour orientation as other detectors [7]. In the Cao-Deravi algorithm edge 
direction was obtained with Wilson and Bhalerao’s operator [5]. The radius threshold 
was set to 0.3 for both the outer and the inner circle. All the angles calculated with 
expression (5) used PI/60 accuracy. 

The different techniques were compared as to their false positive rate, miss detec-
tion rate and accuracy. The radius threshold value has an influence on these statistics. 
In fact, increasing this threshold would increase the miss detection rate and simulta-
neously decrease the false positive rate. 

The results are presented in Fig. 4. As it would be expected, the performance of all 
the methods decreases with increasing noise sigma. It can be seen that the method has 
much lower miss detection rate than the other methods and also less false positive 
rate, although with slightly worse accuracy when there is little noise. The Cao-Deravi 
method has the best accuracy for low amounts of noise but is also the less resistant to 
increasing noise.  

Fig. 5 shows an example of the application of the different methods on a real im-
age with a circular traffic sign and a complicated background. The images show that 
the proposed method was the best in detecting the traffic sign. The Cao-Deravi 
method was also able to detect the traffic sign although slightly skewed. The Ioannou 
method failed to detect the sign and produced two false concentric circles. Another 
example is shown in Fig. 6 where the test image is a motorcycle. In this example both 
the proposed and the Ioannou methods detected the front tire and the results are quite 
similar. The Cao-Deravi method however, missed the front tire and detected the 
fender and also originated a false detection. 

 
Fig. 3. Test image example. 
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c)  

Fig. 4. Comparison of the methods performance with increasing noise. a) Detection error b) 
False positive rate c) Miss detection rate. 

4   Conclusions 

This paper proposed a method for the detection of multiple concentric circles. In 
order to reduce time and memory space the circle detection with the HT was sepa-
rated in two stages, one for the center detection and another for the radius determina-
tion. A new algorithm was proposed for the detection of the circle centers. The pro-
posed method selects groups of three points in each of the concentric circles to solve 
the circle equation and vote for the center. Geometrical constraints are imposed of the 
sets of three points to guarantee that they in fact belong to different concentric circles. 
The search is performed in several directions and doesn’t rely on the use of edge 
direction. Therefore the algorithm is robust to noise and occlusion. The radius deter-
mination stage also performs a validation of the concentric circles.  

Examples were provided to illustrate the performance of the algorithm. The pro-
posed algorithm was favorably compared with other HT center detection methods. 
Experiments showed that the method is more robust to noise.  



An Algorithm for the Detection of Multiple Concentric Circles      277 

  
a) b) 

  
c) d) 

Fig. 5. Example of the methods performance using a real image. a) Original image b) Results of 
the proposed method superimposed on the edge map c) Results of the Ioannou method super-
imposed on the edge map d) Results of the Cao-Deravi method superimposed on the edge map.  

  
a) b) 

  
c) d) 

Fig. 6. Example of the methods performance using a real image. a) Original image b) Results of 
the proposed method superimposed on the edge map c) Results of the Ioannou method super-
imposed on the edge map d) Results of the Cao-Deravi method superimposed on the edge map. 
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Abstract. In this paper, we present a comparative study of detection and elimi-
nation of highlights in real color images of any type of material. We use differ-
ent polar color spaces for the automatic highlight detection (HLS, HSV and L1-
norme). To eliminate the highlights detected, we use a new connected vectorial 
filter of color mathematical morphology which it operates exclusively on bright 
zones, reducing the high cost of processing of the connected filter and avoiding 
over-simplification. The new method proposed here achieves good results and it 
not requires costly multiple-view systems or stereo images. 

1   Introduction 

In visual systems, images are acquired in work environments in which illumination 
plays an important role. Sometimes a bad adjustment of the illumination can intro-
duce highlights (brightness or specular reflectance) into the objects captured by the 
vision system. Highlights in images have long been disruptive to computer-vision 
algorithms. They appear as surface features, which can lead to problems, such as 
stereo mismatching, false segmentation and recognition errors. In spite of such unde-
sirable effects, however, there is, so far, no application available in commercial soft-
ware that allows the automatic detection and elimination of such specularities.  

To effectively eliminate the highlights in captured scenes, we must first identify 
them. The dichromatic reflection model, proposed by Safer [1], is one tool that has 
been used in many methods for detecting specularities. It supposes that the interaction 
between the light and any dielectric material produces different spectral distributions 
within the object (specular and diffuse reflectance). The specular reflectance has the 
same spectral makeup as the incident light, whereas, the diffused component is a 
product of illumination and surface pigments. Based on this model, Lin et al [2] have 
developed a system for eliminating specularities in image sequences by means of 
stereo correspondence. Bajcsy et al [3] use a chromatic space based on polar coordi-
nates that allows the detection of specular and diffuse reflections by means of the 
previous knowledge of the captured scene. Klinker et al [4] employ a pixel-clustering 
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algorithm that has been shown to work well in detecting brightness in images of plas-
tic objects.  

These above-mentioned approaches have produced good results but they entail re-
quirements that limit their applicability, such as the use of stereo or multiple-view 
systems, long processing time, the previous knowledge of the scene, etc. Further-
more, some techniques merely detect brightness without eliminating it. 

The organization of this paper is as follows: In Section 2, we present the color 
models for processing, together with the bi-dimensional diagrams used to detect the 
specular reflectance (highlights). In Section 3, we show the extension of the geodesic 
operations to color images. Section 4 we present the detection of highlights and our 
experimental results. The elimination process is presented in Section 5. Finally, our 
conclusions are outlined in the last section. 

2   Polar Representations for Highlight Detection 

In the last years, the color spaces based in polar coordinates are widely used in image 
processing. Important advantages of these color spaces are: good compatibily with 
human intuition of colors and separability of chromatic values from achromatic     
values. The two classic polar spaces are HLS and HSV [5,6]. The HLS and HSV 
components are calculated from RGB system. The formulas change from cartesian 
co-ordinates to polar co-ordinates. The luminance l and saturation s of HLS are calcu-
lated as follows: 

max( , , ) min( , , )

2
max( , , ) min( , , )

0.5
max( , , ) min( , , )

max( , , ) min( , , )
0.5
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  (1) 

where r, g, b of RGB, and s and l range from 0 to 1. The HLS representation has 
cylindrical shape with the previous formulas. The HSV has a cone shape and the co-
ordinates of value v and saturation s are calculated as follows: 

max( , , )

max( , , ) min( , , )

max( , , )

v r g b

r g b r g b
s

r g b

=⎧
⎪ −⎨ =⎪⎩

            (2) 

We propose to exploit the existing relation of the specularities presents in a color 
image with specific coordinates of l and s in HLS or v and s in HSV, independently of 
the hue of the object in which the highlights appears [7]. These representations of 
colors are bi-dimensional histograms with a grey value, in which each co-ordinate 
(l,s) or (v,s) indicates the amount of pixels with l and s (HLS) or v and s (HSV) in the 
original color image. Figure 1.a and Figure 1.b show the LS diagram and VS diagram 
for HLS and HSV color spaces, respectively. 
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The two polar systems (HLS and HSV) have some in-coherences that prevent the 
use of these color representations in some image processing. This is due to the con-
version formulas from RGB to polar spaces. Some instability arises in saturation of 
HLS and HSV spaces for small variations of RGB values. In addition, the saturation 
of the primary colors is not visually agreeable in HLS and HSV. In order to avoid 
these inconveniences we also use the Serra’s L1-norme [8], where the intensity 
(achromatic) signal m and saturation signal s are calculated as follows: 

1
( )

3
1 3

(2 ) ( ) ( ) 2
2 2
1 3

( 2 ) ( ) ( ) 2
2 2

m r g b

r g b r m if b r g
s

r g b m b if b r g

⎧ = + +⎪
⎪
⎪ ⎧ − − = − + ≥⎨ ⎪⎪⎪ = ⎨⎪ ⎪ + − = − + <⎪ ⎪⎩⎩

       (3) 

Figure 1.c shows the MS diagram from Serra’s L1-norme as a positive projection 
of all the corners of the RGB cube in a normalization of the achromatic line to the m 
signal.  
 
 
 
 
 
 
 
 
 
 

(a) 

 
 
 
 
 
 
 
 
 
 

(b) 

 
 
 
 
 
 
 
 
 
 

(c) 

Fig. 1. 2D bi-dimensional diagrams of HLS (a), HSV (b) and L1-norme (c). Positive projection. 

3   Vector Connected Filters 

Morphological filters by reconstruction have the property of suppressing details while 
preserving the contours of the remaining objects [9,10]. The use of such filters in 
color images requires an ordered relationship among the pixels of the image. For the 
vectorial morphological processing, the lexicographical ordering olex= achromatic 
value → saturation → hue, will be used [11,12].  

Once the orders have been defined, the morphological operators for the reconstruc-
tion of color images can be applied. Geodesic dilation is an elementary geodesic op-
eration. Let g denote a marker color image and f a mask color image (if olex(g)≤ olex(f), 
then g v∧ f  = g). The vectorial geodesic dilation of size 1 of the marker image g with 

respect to the mask f can therefore be defined as:  

s 

 c1          c2         c3               c4  

m

 s 

v

        c1                 c2   

 s 

  c1                      c2   

l  
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fggf vvv ∧= )()1()()1( δδ           (4) 

where )()1( gvδ is the vectorial dilation of size 1 of the marker image g.  

The vectorial geodesic dilation of size n of a marker color image g with respect to 
a mask color image f is obtained by performing n successive geodesic dilations of g 
with respect to f:   

⎥⎦
⎤

⎢⎣
⎡= )()1()1()()( g

ffgf
n-

vv
n

v δδδ                   (5) 

with fgf =)()0(
vδ . 

Geodesic transformations of images always converge after a finite number of itera-
tions. The propagation of the marker image is limited by the mask image. Morpho-
logical reconstruction of a mask image is based on this principle [13].  
The vectorial reconstruction by dilation of a mask color image f from a marker color 
image g, (both with Df=Dg and )()( fg lexlex oo ≤ ) can be defined as: 

)()()( gfgf
n

vvR δ=                       (6) 

where n is such that )()1()()( gfgf
+= n

v
n

v δδ . 

4   Highlight Detection by HLS, HSV and L1-Norme  

Androutsos et al in [14] make a division of a luminance-saturation space and they 
conclude that if the saturation is greater than a 20% and the luminance is greater than 
a 75%, the pixels are chromatic, if the saturation is smaller than a 20% and the lumi-
nance is greater than 75%, the pixels are luminous or highlights. Our criterion is simi-
lar and it is based on the division of the LS, VS and MS diagrams in different ho-
mogenous regions that segment the pixels of the chromatic image. The exact limits of 
the regions must be calculated empirically, and in this comparative study we will 
show the exact values for the brightness region in the HLS, HSV and the L1- norme. 

Not all the images have the same dynamic range and, therefore, the specularities 
do not present the same achromatic values and saturations. The best solution for this 
problem is to apply a vector morphological contrast enhancement for luminous pix-
els. We denote the color morphological contrast enhancement by: 

       )(’ fff vWTH+=                               (7) 

where f’is the new contrasted color image and WTHv(f) is the vectorial top-hat (f-
γv(f)) of the original color image f. The color morphological contrast enhancement 
expels only the highlights to the limits of the RGB cube. The result of the local en-
hancement by the top-hat is that the specular reflectance pixels are located on c2 line 
in LS and VS diagrams. In MS diagram the bright pixels are located on the c3 and c4 
lines. The smax value will be shown in the next section. 
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4.1   Use of LS, VS and MS Diagrams for Highlight Detection 

We present the results of a study for highlight detection carried out on a set of real 
chromatic images that are quite representative of countless common materials (i.e., 
plastic, ceramics, fruit, wood, etc.), in which there are strong and weak reflectances. 
A subset of the images used in the study and its bi-dimensional diagrams (LS, VS, 
and MS) are present in Figure 2. 
 

 
(a) 

 
(b) 
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Fig. 2. Color images for empirical study and bi-dimensional histograms. “Life-saver” (a), “Bal-
loons” (e), “Drawers” (i) and “Vases” (m). LS diagrams in (b), (f), (j) and (n). VS diagrams in 
(c), (g), (k) and (o). MS diagrams in (d), (h), (l) and (p). 

Figure 3 shows the evolution of the highlights detected in Fig. 2 when the satura-
tion s is increased along c2 line (HLS and HSV), or c3 and c4 lines (MSH). It is a loga-
rithmic evolution where most of the bright pixels are located in maximum value of 
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achromatic signal and minimum s (up to 80%). The rest correspond to the transition 
from specular to diffuse reflection of the dichromatic refection model [1] in the sur-
face of the objects. The graphs show that the detection of specularities stops, in all of 
the cases, at a maximum saturation of smax=25 (10% of 255). In HSV, smax is smaller or 
equal to 18.  

 
      (a) 

 
(b) 

 

 
      (c) 

 

 
(d) 

Fig. 3. Evolution (%) of highlights detected in bi-dimensional diagrams by saturation value s, 
in HSV (red line), HLS (blue line) and MSH (green line). (a) “Life-saver”, (b) “Balloons”, (c) 
“Drawers” and (d) “Vases”. 

5   Highlight Elimination by Vector Connected Filters 

To eliminate the highlight that which was previously detected with the previous    
diagrams, we propose the use of geodesic filters of mathematical morphology [15].      
Specifically, a vectorial opening by reconstruction applied exclusively to the specular 
areas of the image and their surroundings. In the filter, we use vector ordering 
olex=m→s→h (L1-norme). A new mask-image h(x,y) represents the pixels of f with 
which we will operate. The mask-image h is a dilation of the mask of highlights de-
tected. Assuming Dh=Df, each pixel (x,y) has a value of h(x,y)={0,1}, where h(x,y)=1 
in the new areas of interest in the image. The size n of the structural element of the 
dilation will determine the success of the reconstruction and the final cost of the op-
erations, since this size defines the area to be processed by the filters. In the geodesic 
filter, f is first eroded with a structuring element of size e. The new filter is defined, 



A Comparative Study of Highlights Detection and Elimination      301 

considering that, in this case, the operation will not affect all the pixels (x,y), but only 
those in which h(x,y)=1: 

{ }( ) ( )( ( )) | ( , ) ( , ) 1R
n e x y h x yv h v v

δ ε= ∀ ⇒ =f ff, f
       (8) 

where n is such that ( ) ( )( ) ( 1)
( ) ( )( ) ( )e e

v v
n n

v vδ δε ε+=f ff f . If there is not brightness 

in the original image then, the reconstruction is not made. 
From the results in Figure 4, the effectiveness of our method for the detection and 

elimination of specular reflectance can be observed. The over-simplification does not 
appear with the new filter, since the reconstruction only functions in bright areas. 
Furthermore, the results are obtained at a much lower computational time. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. Highlight elimination of real color images of Figure 2. Over-simplification is not present 
in the results. 

6   Conclusions 

In this paper, we have presented a comparative study about the detection and elimina-
tion of highlights in color images by color spaces based on polar co-ordinates.  
A detailed analysis has demonstrated that the brightness appear for different types of 
materials in a given area of the LS, VS and MS diagrams. The three spaces can be 
used, although the MSH allows the detection of brightness by different hue. 

The use of a new connected vectorial filter allows us to eliminate the specular  
reflectance (highlights) previously detected. This filter is an extension of the geodesic 
transformations of the mathematical morphology to color images. The possibility of 
eliminating brightness in color images without causing over-simplification, has also 
been demonstrated. In addition, the elimination of brightness has been obtained 
automatically with a very short processing time. It is a reduction of temporal cost 
between 50% and 80%, with respect to a global geodesic reconstruction. 
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Based on the success shown by these results, the objective is to reduce the         
processing time required for geodesic operations as much as possible. 
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Abstract. The concept of graph contraction was developed with the
intention to structure and describe the image segmentation process. We
consider this concept to describe a new technique of crest lines detection
based on a definition of water-parting (or watershed). This technique
allows to localize the basins delimited by these lines. The localization
process uses the concept of ascending path. A structure of oriented graph
is defined on original image. We give some definitions we use for this
process. Before presenting the contraction algorithm, a pretreatment on
the oriented original graph is necessary to make it complete. We show
the algorithm resultson simple image examples.

1 Introduction

Graph Contraction (GC) is a theory that allows to built different types of hier-
archies on top of such image graphs [2]. GC reduces the number of vertices and
edges of image graph while, at the same time, the topological relations among the
“surviving” components are preserved. The repeated process produces a stack
of successively smaller graphs. This process is controlled by selected decima-
tion parameters which consist of a subset of surviving vertices and associated
contraction kernels [1].

The idea of the watershed ([4],[3]) is to attribute an influence zone to each
of the regional minima of an image (connected plateau from which it is impossible
to reach a point of lower gray level by an always descending path). The watershed
is then defined as the boundaries of these influence zones. Numerous techniques
have been proposed to compute the watershed. The major ones are reviewed in
([5], [6]). In one dimension, the location of the watershed is straightforward: it
corresponds to the maxima of the function. In two dimensions (which is the case
for gray level images), this characterization is not so easy. One can say in an
informal way that the watershed is the set of crest lines of the image. The most
efficient implementation described in the literature can be found in [6] and [7].

In this paper, we present a segmentation technique based on water-parting
definition and developed by graph contraction process. The graph structure al-
lows to take into account the image structure such as plateaus, step form etc.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 303–310, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In the first paragraph, we give briefly the contraction graph theory. In the sec-
ond one, we give the watershed definition used here. We explain how to construct
the graph structure, and how the contraction process will be applied according
to the watershed definition. And finally, we perform this algorithm directly on
an image in the aim to detect crest line, and also on image gradient to find edges.

neighborhood graph

Gi(Vi, Ei)

face graph

Gi(Vi, Ei)� �

edge contracted

G∗(Si, Ei \ Ni,i+1) G∗(Vi, Ei \ Ni,i+1)� �

dually contracted

Gi+1(Vi+1, Ei+1) Gi+1(Vi+1, Ei+1)� �

dual

�

�

dual

dual

dual edge contraction �

dual face contraction� eliminates deg(v) < 3

��

��

Fig. 1. Dual Graph Contraction: (Gi+1, Gi+1) = C[(Gi, Gi), (Si, Ni,i+1)].

2 Graph Contraction

Dual graph contraction is the basic process [1] that builds an irregular ‘graph’
pyramid by successively contracting a dual image graph of one level into the
smaller dual image graph of the next level. Dual image graphs are typically
defined by the neighborhood relations of image pixels or by the adjacency rela-
tions of the region adjacency graph. The above concept has been used to find the
structure of connected components [8]. Dual graph contraction proceeds in two
basic steps (Fig. 1 in [1]): dual edge contraction and dual face contraction. The
base of the pyramid consists of the pair of dual image graphs (G0, G0). Follow-
ing decimation parameters (Si, Ni,i+1) determine the structure of an irregular
pyramid [1]: a subset of surviving vertices Si = Vi+1 ⊂ Vi, and a subset of pri-
mary non-surviving edges1 Ni,i+1 ⊂ Ei. Every non-surviving vertex, v ∈ Vi \ Si,
must be connected to one surviving vertex in an unique way. The relation be-
tween the two pairs of dual graphs, (Gi, Gi) and (Gi+1, Gi+1), as established by
dual graph contraction with decimation parameters (Si, Ni,i+1) is expressed by
function C[., .]:

(Gi+1, Gi+1) = C[(Gi, Gi), (Si, Ni,i+1)] (1)

The contraction of a primary non-surviving edge consists in the identification
of its endpoints and in the removal of both contracted edge and its dual edge.
Dual face contraction simplifies most of the multiple edges and self-loops, but
not those inclosing any surviving parts of the graph (see [1]). One step of dual

1 Secondary non-surviving edges are removed during dual face contraction.
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(a) (V0, E0) (b) (S0, N0,1) (c) (V1, E1)

Fig. 2. Example of dual graph contraction: (V1, E1) = C[(G0, G0), (S0, N0,1)].

graph contraction is illustrated in Fig. 2. Note that the contracted graph may
contain both self-loop and multiple edges. They are necessary to preserve the
structure defined in the base graph [1]. Decimation parameters control dual
graph contraction, a process that iteratively builds an irregular (graph) pyramid.

3 Image Segmentation Using GC Process

In this paragraph, we present the segmentation algorithm. For this, we choose
an appropriate watershed definition which fit with GC process. A structure of
oriented graph must be defined in digital image.

3.1 Definitions and Principle

There are many definitions of watershed, it seems easy to define them on digital
pictures. However, when looking closer at these definitions, it turns out that there
are many particular cases. Let us consider a two-dimensional grayscale picture f
whose definition domain is denoted D ⊂ Z2. f is supposed to take discrete (gray)
values in a given range [0, N ], N being an arbitrary positive integer:

f

{
V ⊂ Z2 → {0, 1, ..., N}
v !→ f(v) (2)

Let G denote the graph of underlying digital grid, which can be of any type: a
square grid in four or eight connectivity, or a hexagonal grid in six connectivity.
G is a subset of Z2 × Z2.

Definition 1. A path P of length l between two pixels v and w in a picture
is a (l + 1)-tuple of pixels (v0, v1, ..., vl−1, vl) such that v0 = v, vl = w, and
∀i ∈ [1, l], (vi−1, vi) ∈ G.



306 Nazha Selmaoui

In the following, we denote l(v) the length of a given path P. We also denote
NG(v) the set of the neighbors of a pixel v, with respect to G: NG(v) = {w ∈
Z2, (v, w) ∈ G}.

Definition 2. A minimum M of f is a connected plateau of pixels from which it
is possible to reach a point of lower altitude without having to climb:

∀v ∈ V, ∀w /∈M, such that f(v) ≤ f(v),

∀P = (v0, ..., vl) such that v0 = v and vl = w,

∃i ∈ [1, l] such that f(vi) > f(v) (3)

A minimum is connected area where the gray level is strictly less than on the
neighboring pixels level. We can now give the definition of watershed that we
are using here in term of graph.

Definition 3. (In term of steepest slope lines): The catchment basin C(M) as-
sociated with a minimum M is the set of pixels v of Vf such that a water drop
falling at v flows along the relief, following a certain descending path called the
downstream of v [9], and eventually reaches M.

The lines which separate different catchment basins, build the watershed (or
dividing lines). We can formulate this definition in term of graph and it allows
to compute the decimation parameters which control the GC process such that
pixels of crest survive.

In according to definitions 2 et 3 and the descending path, we must define the
graph where the paths are oriented. Therefore, we transform the initial graph G
to a directed graph Gd = (Vd, Ed) in the following way:

Definition 4. Gd(Vd, Ed) is the directed graph such that Vd = V and Ed defined
by:

∀vi, vj ∈ Vd, e=(vi, vj) ∈ Ed⇔
{
e=(vi, vj) ∈ E
f(vj)=Sup{f(vk) | f(vi)<f(vk), ∀(vi, vk)∈ E}

(4)

The notion of oriented path can be defined as following:

Definition 5. An oriented path P = (v0, ..., vl) is a path such that there exist
an ascending path from v0 to vl i.e.: ∀i ∈ [1, l], (vl−1, vl) ∈ Ed.

Figure 3 illustrates graph Gd on a simple example. As shown in figure 3, the
graph is not complete, there are not connected pixels of plateau. This is due to
a strictly inequality in the oriented graph definition Gd, and a large inequality
generates “circuits”. Pixels which are not the terminal endpoint and not the
initial endpoint belong to zones of plateau. We will explain how to connect
pixels of plateau.
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Fig. 3. Directed graph on an image example.

3.2 Connection of Plateaus

To connect the plateau’s pixels, we introduce the new edges in the graph. Then
we obtain a new graph G∗

d containing all graph’s edges, and the new edges
verifying the following definition:

Definition 6.

e = (v, w) ∈ E∗
d ⇔

{
w is not a final endpoint in Gd

f(v) = f(w) (5)

As shown in figure 4a representing the graph G∗
d, “circuits” appear between

plateau’s pixels. We will proceed to a preliminary pre-processing before final
contraction. This allows to contract all pair of pixels connected with two edges
to one node of graph (see figure 5a).

In spite of plateau’s connection, some pixels on ascending path don’t belong
to edges as terminal endpoint. We need to add other edges such as every pixel
must be at least a terminal endpoint for one edge. Graph G∗

d changes into graph
G∗∗

d with the following conditions:

∀v ∈ V ∗
d such that � ∃(w, v) ∈ E∗

d then (z, v) ∈ E∗∗
f

where
f(z) = Inf{f(vi) / f(v) ≥ f(vi), ∀(vi, v) ∈ NG(v)}.

Figure 4b shows the graph G∗∗
d .

3.3 Decimation Parameters and Algorithm

The formal definition allows to compute the decimation parameters : Every node
v which is the unique terminal endpoint of an edge e = (w, v) belongs to the same
zone as initial endpoint w of e.

Definition 7. The decimation parameters (S,N) for GC to watershed are:

NS = V ∗∗
d \S

where S = {v ∈ V ∗∗
d / � ∃e ∈ E∗∗

d ; v = terminal − endpoint(e)}
N = {e ∈ E∗∗

d /∃v ∈ S; v = terminal − endpoint(e)} (6)
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(a) connection of plateau (b) A complete graph

Fig. 4. Preprocessing of graph.
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(a) Contraction of regional minima (b) Final result after graph contraction

Fig. 5. Graph contraction process.

The algorithm is given below:

– Transformation of image to graph Gd

– Processing of plateaus
– Contraction of plateaus
– repeat

• Compute the decimation parameters (S,N)
• Graph contraction

– until S = ∅

After last contraction, the final graph content two types of nodes, the first one
presenting the basins, and the others presenting the water-parting line. As shown
in figure 5b, pixels with value 1 and 2 constitute two basins, pixels with value
-1 constitute the water-parting line.

4 Results and Conclusion

Two images are used to test our algorithm, one image gradient for edge detec-
tion (figure 6b) and one raw image for crest detection (figure 6a). The obtained
results (figure 7) on image figure 6a are satisfactory, because no post-processing
has been necessary. On the other hand, an over-segmentation has been observed.
Thresholding crest with depth less than a fixed threshold by user has been real-
ized. Consequently, this type of algorithm is well adapted to images containing
lines than images with edges.
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(a) (b)

Fig. 6. Original images.

(a) crest line detection (b) edge detection

Fig. 7. Image results.
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Abstract. In this paper an object learning system for image under-
standing is proposed. The knowledge acquisition system is designed as a
supervised learning task, which emphasises the role of the user as teacher
of the system and allows to obtain the object description as well as to
select the best recognition strategy for each specific object. From several
representative examples in training images, an object description is ac-
quired by considering different model representations. Moreover, different
recognition strategies are built and applied to obtain initial results. Next,
teacher evaluates these results and the system automatically selects the
specific strategy which best recognise each object. Experimental results
are shown and discussed.

1 Introduction

The aim of image understanding systems is easy to describe. Given an arbitrary
photograph, we would like to automatically understand and give meaning to
the image by identifying and labeling significant objects in the image. Neverthe-
less, although we human perform this perception in an immediate and effortless
manner, to adequately describe a scene significantly involves the integration of
different image processing techniques, pattern recognition algorithms, and arti-
ficial intelligence tools, and is a very difficult problem in computer vision [1].

An image understanding system can also be considered as a knowledge-based
vision system, because such system requires models that represent prototype
objects and scenes. Hence, two important issues must be taken into account: (1)
the way in which the model knowledge is organized and stored, and (2) how this
knowledge is acquired. However, while knowledge representation has become a
permanent focus of interest and a large number of proposals can be found in the
literature (see [2]), knowledge acquisition tools are still in their infancy [2].

Early systems were generally not oriented to facilitate the entry of knowledge
or carry out some form of automated learning. In contrast, most of the existing
systems had to incorporate this new model knowledge by hand; and all the more
so for code-encapsulated data. Examples are the Schema system [3] and the
region analyzer of Ohta et al. [4], which are successful systems and works of
reference. Nevertheless, nowadays most vision researchers agree that the success
of scene description systems lies on their ability to learn from experience and

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 311–318, 2005.
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training, and there is in last years a clear trend towards the consideration of
learning as one of main issues that need to be tackled in designing a visual
system for object recognition [5, 6].

Automated learning must consider the acquisition of object models as a de-
scription of the object attributes as well as a selection of the strategy used to find
and recognize it in an image. Actually, not all objects are defined in terms of the
same attributes, and even these attributes may be used in various ways within
the matching or interpretation process. Therefore, the learning system must take
a flexible and multifaceted recognition strategy into account. A large number of
object recognition strategies have been proposed to achieve a particular goal.
However, we think is too much pretentious to think that a single method will be
able to correctly model and recognize all objects in the real world visual gallery.
There is not a perfect strategy for all objects and very little research in the field
of computer vision has gone into the problem of determining the best recognition
strategies [7].

In this paper we propose an object learning framework for image under-
standing mainly oriented to outdoor scene images, which addresses the problem
of automatic object recognition strategy selection. Inspired on relevance feedback
techniques used on image retrieval systems [8], the knowledge acquisition system
is designed as a supervised learning task, which involves the user as teacher and
part of the learning process. Therefore, the learning allows to obtain the object
description as well as to select the best recognition strategy for each specific
object under a friendly and effortless user interface.

The remainder of this paper is structured as follows: Section 2 describes the
proposed supervised object knowledge learning, focusing on the object descrip-
tion, recognition strategy design and the strategy selection. Experimental results
proving the validity of our proposal appear in Section 3. Finally, conclusions are
given in Section 4.

2 Learning Proposal

Models constitute representations of the real world, and thus, modeling implies
the choice of a suitable set of parameters in order to build those representations.
Obviously, the selection of the parameters will affect how well the models fit
reality, and this becomes a central issue in any modeling process. Due to the
complexity of outdoor scenes, our approach includes the possibility that every
single object can be described by specific features and a specific recognition
strategy, facilitating later recognition processes. With the aim to provide some
improvements in knowledge engineering tasks, system code and models databases
become totally independent, with a fast, simple and easy data acquisition pro-
cess.

Our object learning approach has been designed as a supervised task, which
emphasizes the role of the user as the responsible of teaching the system. First,
the teacher selects representative examples of objects in training images. From
these examples, an object description is acquired by considering different model
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Fig. 1. Scheme of the proposed knowledge acquisition process, working as a supervised
learning task.

representations. Next, several strategies to recognize the object are built and
applied in order to obtain initial recognition results. These results are evalu-
ated by the teacher, and the system automatically selects the specific strategy
which best recognize each object. A global scheme of the proposed knowledge
acquisition process is shown in Figure 1.

2.1 Object Description Acquisition

The teacher firstly selects meaningful examples of objects in the training im-
ages by clicking on a pixel corresponding to the object of interest. This simple
selection allows us to extract the whole object and to compute and register dif-
ferent model representations which provide a complete description of the object.
Specifically, the acquired information is composed by:

– Pixel-based description: from the selected point, a set of neighboring
pixels are extracted and considered as samples of the object pixels. Next, a
large number of color and texture features of these pixels are measured. We
initially consider the whole set of features as candidates to characterize real
objects. In particular, 28 color features related to different color spaces and
a set of 8 co-occurrence matrix based texture features are computed for each
pixel.

– Region-based description: a color texture active region which integrates
region and boundary information [9] grows from the selected point in order
to segment the region corresponding to the whole object. Color and texture
descriptors, as well as shape information based on Fourier descriptors [10],
are extracted for each region in order to describe and characterize the object
of interest.

2.2 Object Recognition Strategies

The object descriptions can be used in different ways in order to recognize the
object. We initially selected, implemented and included into our framework three
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simple and basic recognition algorithms, which differ on the description model
they use as well as the philosophy of the strategy. Recognition strategy A is a
top-down approach based on the pixel-level description; recognition strategy B
follows a classic bottom-up approach based on a general non-purpose segmenta-
tion; while strategy C is a pure hybrid strategy which applies a knowledge-guided
search over an initial segmentation. More specifically,

Recognition Strategy A. The top-down strategy consists on the direct search
of a specific object by exploiting information concerning the object’s character-
istics. The implemented method, similarly to the proposal of Dubuisson-Jolly
and Gupta [11], models the different objects by a multivariate Gaussian distri-
bution. A pixel-level classification is obtained by using the maximum likelihood
classification technique which assigns each pixel to the most probable object.

Recognition Strategy B. A classical bottom-up approach for image under-
standing was considered for this method. The technique is mainly based on a
general purpose segmentation step which tries to part the image into meaningful
regions. A color texture segmentation algorithm based on active regions, which
integrates region and boundary information [9] was used for this purpose on
our implementation. Next, main regions are labeled according to their similarity
with stored models.

Recognition Strategy C. Finally, the last implemented method can be con-
sidered as a pure hybrid strategy, which starts as the previous approach with
a general segmentation. However, a top-down strategy is then performed over
these results to specifically find objects of interest. As was noted by Draper et
al. [7], not all object classes are defined in terms of the same attributes, and a
previous feature selection process allows to select the specific subset of features
which best characterizes each single object. Next, selected features are consid-
ered to look for the segmented regions on the image which match with the object
model.

2.3 Recognition Strategy Selection

Once the process of recognition strategies design is complete, the best specific
strategy to recognize each object must be determined. This is the key stage
of our proposal; inspired on relevance feedback techniques extensively used on
content-based image retrieval systems [8], the role of the user is emphasized
and he/she is involved as a vital part of the learning process. With the help of
the teacher interaction, the system is able to evaluate the different recognition
strategies and to learn which is the best strategy for each object.

Therefore, given a reduced set of training images, the recognition methods
are launched together to find all the instances of the given object. Obviously,
these strategies can provide different results: because a strategy misses an object
apparition, or contrarily it gives a false positive. And in all cases the extraction
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accuracy must be determined. Hence, these recognition results are visually re-
trieved to the teacher in order to evaluate their quality. In front of these results,
the teacher marks the found instances to indicate if they are well recognized or
not. In other words, if the strategy (or strategies) which obtained this recogni-
tion was right or wrong. We provide the teacher with three levels of correctness:
highly correct, correct and wrong. Although the use of more levels could proba-
bly provide more information, we consider it would be lesser friendly for the user
to interact with the system. When results have been evaluated by the teacher,
this information allows to the system measure the score of each strategy and
finally select the strategy which best recognize the object.

The learning process ends with a final verification step. A visual feedback
is provided by means of recognizing the object in the set of training images.
Obviously, the specific selected strategy will be used for each object. This visual
feedback guides the teacher, giving him the option to interfere in the learning
process by introducing new training images.

3 Experimental Results

We applied our method to a color image data set constructed using 100 images
from the image database of the University of Oulu [12] and also a set of images
taken by ourself. These images consists on natural outdoor scenes and mainly
contain typical objects in rural and suburban area. We segmented and labeled
them manually into 4 classes: sky, grass, trees, road, while the remaining areas are
considered as unknown objects. The training set includes 20 selected images and
the remaining 80 were used for testing. We evaluate both, the method selection
from the user interaction (section 3.1), and the final goodness of the recognition
using the selected strategy (section 3.2). Furthermore, the system is available on
an on-line web-based application at http://ryu.udg.es.

3.1 Learning Results

The selection of a specific object recognition method from the user feedback and
how the system is able to capture the user’s criterion, is evaluated by measuring
its match with the quantitative results obtained for the different techniques over
the training images. Ideally, the selected method must be that which achieves
the best results. Table 1 summarizes the scores assigned to each method from the
teacher judgements. For example, the user qualifies the top-down strategy for
recognizing the road with a quality percentage of 87.50%, which means that the
user mostly agrees with the results obtained by this strategy in the recognition of
the road object. The method which obtains the best score is specifically selected
for each object. Summarizing, the top-down strategy A was selected for the
recognition of road and grass, while the hybrid strategy C was considered for the
sky and trees.

On the other hand, Table 2 shows the quantitative evaluation of the strategies
over the same training images by measuring the percentage of well classified and
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over-classified pixels. As was desirable, the strategies selected by the user to
classify each object achieve the best results, which means the system is able to
capture the user feedback and selects the best method over the set of training
images. However, the selection for the sky object must be explained. In this case,
the system selected the strategy C while the strategy A obtained a 100% of well
classified pixels. Nevertheless, this initially wrong decision can be justified by the
high percentage of wrongly over-classified pixels which obtains the A top-down
strategy. Figure 2 shows the object classification obtained by both techniques
over some images of the training set. As is stated in the first column, the top-
down strategy A correctly extracts the sky, but confuses some road pixels with
this object, while a better recognition is achieved by the hybrid strategy C, which
reaffirms the selection performed by our system from the user feedback.

Table 1. Scores obtained to recognize each object taken into account the user criterion.
(TD = Top-down; BU = Bottom-up; H = Hybrid.)

Percentage acquired from the user

Strategy sky road grass trees

strategy A (TD) 37.50% 87.50% 50.00% −50.00%

strategy B (BU) 10.00% 20.35% 24.5% 10.18%

strategy C (H) 100.00% 71.43% 35.00% 44.12%

Table 2. Percentages of well classified and over-classified pixels over the training im-
ages. (TD = Top-down; BU = Bottom-up; H = Hybrid.)

Percentage acquired from the training classified images

Strategy sky road grass trees
ok over ok over ok over ok over

strategy A (TD) 100.00% 10.01% 89.24% 0.25% 87.55% 1.39% 73.36% 9.31%

strategy B (BU) 60.00% 15.00% 60.49% 3.00% 61.04% 7.00% 63.87% 5.00%

strategy C (H) 90.15% 4.38% 75.84% 0.43% 83.13% 3.65% 88.31% 3.13%

3.2 Classification Results

Table 3 summarizes the object recognition results obtained by both selected
strategies (top-down strategy A and hybrid strategy C) over the test images
set. Moreover, the last row show the percentages obtained by each selected spe-
cific object method. The last columns shows the percentages taken into account
all objects. From these quantitative results, the significant improvement that is
achieved by the use of a specific method for each single object and, the combi-
nation of strategies on the whole system in front of a single technique, is stated.
Specifically, using the set of selected strategies the system obtains a 85.30% of
well-classified pixels, which is clearly superior to the scores obtained by both in-
dividual techniques. Moreover, the lowest percentage of wrongly over-classified
pixels, 1.88%, is obtained. The results can be qualitatively evaluated in Figure 3,



A Learning Framework for Object Recognition on Image Understanding 317

sky road grass trees

Fig. 2. Some labeling results over the training images set. First row shows results by
the top-down strategy A; while second row shows results by the hybrid strategy C.

Table 3. Object classification and over-classification rates over the test images. The
last row shows the percentages achieved by the object specific strategy selected from
the user feedback.

Percentage acquired from the testing classified images

Strategy sky road grass trees average
ok over ok over ok over ok over ok over

strategy A 64.49% 4.94% 86.46% 0.30% 83.20% 1.38% 67.79% 10.69% 75.48% 4.30%

strategy C 83.92% 0.37% 67.24% 0.33% 46.06% 2.27% 87.62% 5.51% 71.21% 2.80%

selected 83.92% 3.15% 86.46% 0.30% 83.20% 1.38% 87.62% 5.51% 85.30% 1.88%

sky road grass trees

Fig. 3. Some labeling results over the test images set using by each object the strategy
selected by the proposed learning framework.

which shows the object recognition achieved by our system using specifically se-
lected object recognition techniques, and denotes the correctness of the object
learning and extraction.
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4 Conclusions

An object learning framework for image understanding has been described. The
process has been designed as a supervised learning task, which emphasizes the
role of the user as system teacher. From some examples provided by the teacher,
the system extracts the information required to describe the object. Moreover,
the learning allows to select the best recognition strategy for each specific object
under a friendly and effortless user interface. Experimental results has stated
the convenience of using a set of object specific recognition methods.

Extensions of this work are oriented to the improvement of the strategy
selection to make possible the combination of several techniques as the best
method to recognize an object. Furthermore, new recognition strategies will be
included into the system.
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12. Ojala, T., Mäenpää, T., Pietikäinen, M., Viertola, J., Kyllönen, J., Huovinen, S.:
Outex - new framework for empirical evaluation of texture analysis algorithms. In:
IAPR International Conference on Pattern Recognition. Volume 1. (2002) 701–706



A Roof Edge Detection Model

Qing H. Zhang, Song Gao, and Tien D. Bui

Department of Computer Science and Software Engineering
Concordia University, Montreal, QC, Canada

Abstract. We have generalized the Mumford-Shah model to obtain a
new model capable of detecting roof edges. In this new model, we have
assumed a piecewise planar surface for each bounded region. We have
also shown that this new model is less dependent on the scale parameter
ν than the original Mumford-Shah model. We have proved that the gra-
dient projection method can produce the minimal energy. The validity
of the new model is demonstrated by experimental results.

1 Introduction

The segmentation problem is an important topic in many different areas includ-
ing computer vision, medical imaging, video processing etc. This problem can be
defined as follows: For an observed image u0 (possibly with noise), we want to
find an optimal piecewise smooth approximation u of u0 for each specific region.
The regions are denoted by Ωi, i = 1, 2, ..., n. The function u varies smoothly
within each Ωi, and rapidly or discontinuously across the boundaries of Ωi. The
process of finding the boundaries of Ωi is called segmentation. The boundaries
of all Ωi are denoted as C and Ωi is an open set. Therefore the whole image can
be expressed as Ω =

⋃
Ωi

⋃
C.

To find the boundaries, Mumford and Shah have proposed the following
minimization problem [1, 8]:

infu,C{E(u,C) = α

∫
Ω\C

(u − u0)2dxdy + μ

∫
Ω\C

|∇u|2dxdy + ν|C|}, (1)

where μ, ν, α > 0 are parameters which can be considered as weight factors. The
problem is to find u and C such that the above energy is minimal. C is the
segmentation curve and u is the approximation of u0.

From Eq.(1), we have the following observations [8]: For the value of E(u,C)
to be small, we need (1) u is a good approximation of u0 (2) u does not vary
much in each region Ωi and (3) the boundary of each region Ωi is as short as
possible. The minimal value of E(u,C) depends on the values of α, μ and ν.

2 Markov Random Field Model

The Mumford-Shah (MS) model can be understood in the following way: For an
observed noisy image u0, we would like to find the true (clean) image u. Using

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 319–327, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Bayesian decision theorem, the posterior probability is P (u|u0) = P (u0|u)P (u).
Here P (u) is the probability of obtaining u, and P (u0|u) is the probability of
obtaining u0 given the image u. Then P (u|u0) is the probability of obtaining the
(clean) segmentation image u given u0. We assume that P (u) is proportional to
the energy in the following form [16] P (u) = exp(−U). Here U is energy of the
image. Considering only interactions between neighboring site of the image, U
can be expressed as

U ∝
∑

i and j are neighbor pixels

g(u(i)− u(j)) ∝
∑

g(∇u). (2)

Where g(x) is the regularization function; i and j are the indices of pixels in the
image. P (u0|u) is assumed to be

P (u0|u) ∝
N∏

i=1

exp[−(u0(i)− u(i))2] ∝ exp[−
∫

(u0 − u)2dxdy]. (3)

Here i is the index of a pixel and N is the total number of pixels in the image.
Thus, P (u0|u) increases as u approaches u0. Assuming P (u|u0)=exp(−E(u, u0)),
then we have

E(u, u0) =
∫

(u− u0)2dxdy + μ

∫
g(∇u)dxdy. (4)

If we include the boundary energy in Eq.(4), we have

E(u, u0) =
∫

(u − u0)2dxdy + μ

∫
g(∇u)dxdy + ν|C|. (5)

This is the MS model if we take g(x) = x2.
Finding the solution of Eq.(1) for an arbitrary image is not a trivial task [17].

Therefore, many approximations and simplified models have been proposed [2, 4–
6, 12–14, 18]. For the segmentation problem, the boundary is most important.
The texture inside the boundaries is secondary. As the first approximation, we
can take u as a constant in each region. This is called piecewise constant model
and is widely used in image segmentation [2].

3 Piecewise Constant Approximation

If we assume that u is a constant in each region (u = c), Eq.(1) becomes to

infu,C{E(u,C) = α

∫
Ω\C

(c− u0)2dxdy + ν|C|} (6)

A simplified version of Eq.(6) has been studied in detail by Chan and Vese [2] by
using the level set method. In the lelvel set formulation, the curve C is replaced
by the level set function φ(x, y, t)

φ(x, y, t) =

⎧⎨⎩
> 0 if (x, y) in Ω
= 0 if (x, y) in δΩ
< 0 if (x, y) in Ω̄
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With the help of the Heaviside function H(x), the two-phase version of Eq.(6)
can be written as

E(c1, c2, φ) =
∫

F dxdy (7)

where F = α(c1 − u0)2H(φ) + α(c2 − u2
0)(1−H(φ)) + νδ(φ)|∇φ|, c1 and c2 are

constants.
Since c1 and c2 are constants, the minimization of Eq.(7) can be written as:

infφ{E(φ) =
∫

Ω

F (x, y, φ, φx, φy) dxdy}, (8)

with φ = φ(x, y, t), φx = ∂φ(x,y,t)
∂x , φy = ∂φ(x,y,t)

∂y , we obtain the following Euler-
Lagrange equation

∂F

∂φ
− ∂

∂x
(
∂F

∂φx
)− ∂

∂y
(
∂F

∂φy
) = 0 (9)

with boundary condition ∂F
∂φx

∂x
∂n̂ + ∂F

∂φy

∂y
∂n̂ = 0. Here n̂ is the normalized normal

to δΩ. Substituting F from Eq.(7) into Eq.(9), we have

δ(φ)[(c1 − u0)2 − (c2 − u0)2 − ν∇ · ( ∇φ|∇φ )] = 0 (10)

with the boundary condition δ(φ)
|∇φ|∇φ · n̂ = δ(φ)

|∇φ|
∂φ
∂n = 0. We denote the LHS

of Eq.(10) by L1(φ). With the help of the level set function φ and from the
Appendix, Eq.(10) can be replaced by:

∂φ

∂t
= −L1(φ) (11)

The final solution of Eq.(11) will minimize the function E(c1, c2, φ) as shown
in the Appendix. Because c1 and c2 are constants, we have ∂E

∂c1
= ∂E

∂c2
= 0.

Therefore, c1(φ) =
∫

u0H(φ)dxdy∫
H(φ)dxdy

, c2(φ) =
∫

u0(1−H(φ))dxdy∫
(1−H(φ))dxdy

. However in image

processing, sometimes we are also interested in the texture inside each region.
Therefore, instead of approximating the image in each region by a constant, we
will use a linear planar surface, u(x, y) = a + b · x + c · y, to approximate the
inside of each region in the next section. Here a, b, c are constants.

4 Modeling the Roof Edges

In the MS model, the second term in Eq.(5) leads u to be smooth in each
region. However |∇u| will become very large across the boundary line. Therefore
the MS model can be used to detect discontinuities in the image surface. This
kind of discontinues is referred to as step edges. They can also be detected
by the Chan-Vese (CV) model due to the fact that the variation of the image
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intensity across the regions becomes very large if the boundaries are step edges.
However there is also the case that the image is continuous but its first order
derivatives are discontinuous along certain lines. That is there is a step edge in
the first order derivative functional space. This kind of discontinuities is called
roof edges. However roof edges are hard to detect by the classical MS model
because it does not contain second order derivative term (

∫
∇ · ∇u dxdy). In

this paper, we follow the idea of [7] and parameterize the prior energy U(u) in
Eq.(2) as follows:

U(u) ∝
{
g1(|∇u|2) if i and j belong to the same plane
d(ui, uj) if i and j belong to different planes

with d(ui, uj) = (ai− aj)2 + (bi− bj)2 + (ci− cj)2. It is clear that if g1(|∇u|2) =
|∇u|2 and ignoring the second term in U(u), we will regain the classical MS
model. The second term of U(u) corresponds to the differences between the
parameters of the two planar planes. Eq.(5) becomes:

E(u,C) =
∫

(u − u0)2dxdy + μ

∫
g1(|∇u|2)dxdy + ν|C|+

∫
d(u)dxdy. (12)

Where g1(x) must satisfy the following conditions [3, 9–11, 15]:(a) g(x) = g(−x)
(b) g′(x) = 2xh(x). For the two-phase case, we can write the RHS of Eq.(12) in
the form similar to Eq.(7) with

F = α1(a1 + b1x+ c1y − u0)2H(φ) + α2(a2 + b2x+ c2y − u0)2(1−H(φ)) +
μg1(|∇u|2)H(φ) + +μg1(|∇u|2)(1 −H(φ)) + +(ν + d(u1, u2))δ(φ)|∇φ|. (13)

Substituting Eq.(13) into Eq.(9) we obtain following Euler-Lagrange equation:

δ(φ)[−(ν + μd(u1, u2))∇ ·
∇φ
|∇φ| + α1(a1 + b1x+ c1y − u0)2 + μg1(|∇u1|2)

−α2(a2 + b2x+ c2y − u0)2 − μg1(|∇u2|2) = 0 (14)

with the same boundary condition as Eq.(10). We denote the LHS of Eq.(14) by
L2(φ).

Following the Appendix, the time dependent evolution equation of the level
set φ(x, y, t) can be expressed as ∂φ

∂t = −L2(φ). A minimal value of E can be
obtained by using this level set gradient technique.

We can calculate ai, bi, ci (i = 1, 2) via the following equations (α1 = α2 =
1, i �= j and i, j ∈ {1, 2})

ai

∫
(H(φ) + |∇H(φ)|)dxdy + bi

∫
H(φ)xdxdy

+ci
∫

yH(φ)dxdy =
∫

(u0H(φ) + aj |∇H(φ)|)dxdy

ai

∫
xH(φ)dxdy + bi

∫
[(x2 + 2μh(|∇u1|))H(φ) + |∇H(φ)|]dxdy
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+ci
∫

xyH(φ)dxdy =
∫

[xu0H(φ) + bj |∇H(φ)|]dxdy (15)

ai

∫
yH(φ)dxdy + +bi

∫
xyH(φ)dxdy + ci

∫
[(y2 + 2μh(|∇u1|))H(φ)

+|∇H(φ)|]dxdy =
∫

(yu0H(φ) + cj |∇H(φ)|)dxdy

5 Experimental Results

We have implemented the above model using one level set function. In Fig.1, the
segmentation results of three Chinese characters are shown. It is clear that our
method gives good segmentation results. In Fig.2, we compare the segmentation
results by using the CV model and our model. Again it is clear that our model
gives a much better segmentation results than the CV model. In Fig.(3), more
examples of segmentation are shown. In the first row of Fig.3, the CV model
cannot produce a good segmentation for the lower part of the image. However
our model can provide much better results. In the second row of Fig.3, the CV
model mis-identified some background with foreground (bone). This is due to the
fact that the CV model considers two regions as the same region if the differences
of pixel intensities of two regions are not large. However in our model, we also
consider the first derivative which can distinguish some small differences that
cannot be detected by the CV model.

Fig. 1. The images show the evolution of the φ(x, y, t). In the calculation, we have
approximated the two phases by two planar surfaces.

Fig. 2. From left to right: The first one is the original image, the middle is the seg-
mentation results from the CV model, the last one is the results of our model. In the
calculation, ν = 0.0001σ2 and σ2 is the variance of the input image.
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Fig. 3. From left to right: The first one is the original image, the middle is the seg-
mentation results from the CV model, the last one is the results of our model. In the
calculation, ν = 0.5σ2 and σ2 is the variance of the input image.

6 ν-Dependence in the Chan-Vese Model

It has been observed in [2, 4] that the segmentation results depend on the ν
value in the CV model. It has been pointed out in [4] that when ν becomes
very large, the segmentation result of the Chan-Vese model is bad. This can be
easily understood from the CV model (see Eq.(7)). For a fixed boundary, if ν is
very large, then the length will contribute largely to the total energy E(u,C).
On the other hand, if ν is very small, then the length will contribute very little
to the total energy. Therefore, if ν is very large, we cannot expect a very long
boundary; otherwise E(u,C) will be large. On the other hand, if ν is very small,
then we could find a long boundary. Thus, for large objects, we have to choose
a very small ν.

We notice that the dependence on ν in our model is not as strong as in the
CV model. This is due to the fact that in Eq.(13), the length term contains
both ν and d(u1, u2). As long as d(u1, u2) is bigger than ν, our segmentation
results will depend not so much on the value of ν. We can understand this in the
following way: if d is very small, that is the differences between the parameters
of two regions are small, thus these two regions tend to be one region. Therefore
the length term will be short. On the other hand, if d is large, the two regions
are separated, accordingly the length term will be long.

In Fig.4, the segmentation results for both the CV and our models are shown
for different ν values. It is clear that as ν becomes small, our model depends very
little on the values of ν. However the CV model depends significantly on the ν
value. This is another advantage of our model. In the following we will establish
a limit on the value of ν. Suppose the boundary is empty, |C| = 0, then the total
MS model energy of the image (see Eq.(5)) is Nσ2. Here σ2 is the variance of
the input image and N is the total number of pixels. Because the first two terms
of Eq.(5) are not less than zero, the energy due to the boundary |C| must be
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Fig. 4. From left to right: ν = 0.5, 0.1, 0.01, 0.001(σ2) and σ2 is the variance of the
input image. The first row is the results of CV model and the second row is our results.
The original image is in Fig. 2.

less than the total energy Nσ2, i.e. ν|C| ≤Nσ2. As the maximum value of the
total length |C| is of order N . Therefore we have ν ≤ σ2.

7 Conclusions

We have connected the MS model to the Markov random field theory. It is shown
that these two models are equivalent. In our model, we have approximated the
bounded regions by piecewise planar functions which can preserve certain degree
of texture in each region. The classical MS model cannot detect the roof edges
because it does not include second order derivative terms. To overcome this
problem, we have generalized the MS model to include differences of parameters
of the planar planes. It is found that this new model can detect roof edges which
is hard to detect by other models. We have also shown that this new model is
less dependent on the parameter ν (scale factor) than the original MS model.
This is important for image segmentation.

We have applied this model to many images and the segmentation results
are encouraging. We have also proved that the gradient projection method will
provide us a minimal energy of the input image. This proof is very general and
it does not depend on the model.
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Appendix

To solve Eq.(9), we can use the gradient technique. That is, we change Eq.(9)
to the following time dependent equation

∂φ

∂t
= G(L(φ)). (16)

If this equation has a stable solution as time goes to infinity, that is ∂φ
∂t |t→∞ = 0,

then we have G(L(φ)) = 0. If as long as G(L(φ)) = 0, L(φ) = 0, then the solution
of Eq.(16) is also a solution of Eq.(9). From Eq.(9), we have
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∫
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with A = ( ∂F
∂φx

, ∂F
∂φy

), φt = ∂φ
∂t . n̂ is the normalized normal of curve δΩ. L(φ) is

the LHS of Eq.(9). Here we have used Gaussian theorem in the above derivation.
The last term in the last line of Eq.(17) is zero due to the boundary conditions
in Eq.(9). Using Eqs.(16) and (17) and taking G(L(φ)) = −L(φ), we have

∂E

∂t
=
∫

L(φ)G(L(φ)) = −
∫

L2(φ)dxdy ≤ 0. (18)

Therefore, the solution of Eq.(16) is the solution of the Eq.(8) which will mini-
mize the energy functional E(φ) in Eq.(8).
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Abstract. In this paper, we address the problem of ink parsing, which tries to 
identify distinct symbols from a stream of pen strokes. An important task of this 
process is the segmentation of the users’ pen strokes into salient fragments 
based on geometric features. This process allows users to create a sketch sym-
bol varying the number of pen strokes, obtaining a more natural drawing envi-
ronment. The proposed sketch recognition technique is an extension of LR pars-
ing techniques, and includes ink segmentation and context disambiguation. 
During the parsing process, the strokes are incrementally segmented by using a 
dynamic programming algorithm. The segmentation process is based on tem-
plates specified in the productions of the grammar specification from which the 
parser is automatically constructed. 

1   Introduction 

Sketches greatly simplify conceptual design activities through abstract models that let 
designers express their creativeness, and focus on critical issues rather than on intri-
cate details [9]. Due to their minimalist nature, i.e., representing only what is neces-
sary, they enhance collaboration and communication efficiency. 

Underlying a sketch-based user interface several processes can be activated. These 
include the processing of pen strokes, recognition of symbols, stroke beautification, 
reasoning about shapes, and high-level interpretation. The sketch understanding tasks 
are not trivial because recognizing the meaningful patterns implied by a user’s pen 
stroke must be flexible enough to allow some tolerance in sketch recognition, but 
sufficiently constrained not to accept incorrect patterns. Furthermore, the context in 
which a particular stroke or group of strokes appears considerably influences the 
interpretation of that stroke. From a visual language point of view, this means that the 
interpretation of a graphical object is strongly influenced by the objects surrounding 
it. Moreover, semantically different objects might be graphically represented by iden-
tical or apparently similar symbols. 

Another important issue in sketch understanding concerns ink parsing, which re-
fers to the task of grouping and segmenting the user’s strokes into clusters of intended 
symbols. This allows users to create a sketch symbol varying the number of pen 
strokes, obtaining a more natural drawing environment.  
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Several systems for sketch recognition constrain users to draw an entire symbol as 
single stroke [8,9], or to draw only strokes representing single primitive shapes such 
as lines, arcs, or curves [7,14]. In other systems prior to parsing, the input sketch is 
segmented into line and arc segments allowing symbols to be drawn with multiple 
pen strokes, and a single pen stroke to contain multiple symbols [2,11]. Different 
approaches to segmentation have been proposed, some systems segment the strokes 
by using their curvature and speed information [2,11], Saund uses both local features 
(such as intersections and curvatures) and global features (such as closed paths) to 
locate breakpoints of a stroke [12], whereas Yu applied the mean shift procedure to 
approximate strokes [13]. Hse et al. [6] have presented an optimal segmentation ap-
proach based on template that does not suffer of over- and under-segmentation of 
strokes. In particular, given a sketched symbol S and a template T, the algorithm finds 
a set of breakpoints in S such that the fitting performed according to T yields the 
minimum fit error. The templates T can be of two types, one specifies a sequence of 
lines and ellipses and the other specifies the number of lines and ellipses. 

Segmentation is a basic problem that has many applications for digital ink capture 
and manipulation, as well as higher-level symbolic and structural analyses. As an 
example, the structural information generated by the segmentation process can be 
useful for the beautification of the symbols [7], for developing a user interface with 
which to interact with sketched ink. 

In this paper, we present a sketch recognition technique that takes into account 
both the problem of context based ambiguity resolution and ink segmentation. The 
sketch parser relies on an extension of LR parsing techniques and is automatically 
generated from a grammar specification. The proposed segmentation technique dy-
namically segments the strokes during the parsing process by using an extended ver-
sion of the optimal pen strokes segmentation technique proposed by Hse et al. [6]. 
The template given in input to the algorithm is a sequence of primitive shapes itera-
tively extracted from grammar productions. Thus, the parser’s context drives the 
segmentation process of the strokes. 

The paper is organized as follows. We first discuss the formalism for describing 
sketch languages, and the parsing approach underlying the proposed framework. 
Successively, we present a dynamic segmentation technique that integrated into the 
parsing algorithm solves the problem of multi-stroke recognition. In section 4 we 
describe an example of application of the parsing algorithm on hand-drawn circuit 
diagrams. Finally, the conclusion and further research are discussed in Section 5. 

2   A Grammar-Based Sketch Parsing Approach 

Because we use an extension of LR parsing technique [1], we describe sketch lan-
guages using the formalism of eXtended Positional Grammars (XPG, for short) [4]. 
XPGs represent a direct extension of context-free string grammars, where more gen-
eral relations other than concatenation are allowed. A sentence is conceived as a set 
of symbols with attributes. Such attributes are also determined by the relationships 
holding among the symbols. Thus, a sentence is specified by combining symbols with 
relations. In particular, the productions have the following format:  
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A → x1 R1 x2 R2 … xm-1 Rm-1 xm 

where each Rj define a sequence of relation between xj+1 and xj-i, with 1≤i<j, by means 
of a threshold tj. 

An XPG for modeling a sketch language L can be logically partitioned into two 
XPG grammars. The first, named ink grammar, defines the symbols of the language 
L as geometric compositions of primitive objects, i.e., patterns that cannot be recog-
nized as a combination of other objects and must be recognized directly, such as line 
segments and elliptical arcs. For example, a production specifying an Arrow symbol 
is shown in the bottom of Figure 1 together with a sketch matching such production. 
The second grammar, named language grammar, specifies the sentences of the lan-
guage as compositions of shapes defined in the ink grammar through spatial relations. 
The production at the top of Figure 1 defines a SubCircuit object as the composition 
of three language symbols: Gain, Arrow and Sum, and shows a sketch matching the 
production.  

 

Fig. 1. The two levels of XPG grammar specification. 

The recognition of line segments is performed with the least square fitting [5], 
whereas the elliptical arc fitting is performed with the technique proposed in [10]. 

The definition of XPGs has been strongly influenced by the need of having an ef-
ficient parser able to process the generated languages. Due to their analogy with 
string grammars, it has been natural the use of LR parsing techniques [4]. The result 
was a parser that scans the input in a non-sequential way, driven by the relations used 
in the grammar. In order to guide the scanning of the input symbols, a new column 
next is added to the usual action and goto parts of an LR parsing table. For each state 
of the parser, this column contains an entry with information to access the next sym-
bol to be parsed. This information is derived by the relations of the grammar produc-
tions, during the parser generation. Thus, during the parsing process, a sketch parser 
generates a sequence of calls to a function Fetch_Stroke that linearizes the input at 
run-time [3]. 

Figure 2 shows the structure of the recognition process. During the parsing of a 
sketch diagram, a rank value is computed by combining the accuracy of the strokes 
forming the sketch and of their spatial relations. Thus, the output of the parser is a 
probabilistic parse forest where each tree in corresponds to an interpretation of the 

 
Ink 

grammar 

Language 
grammar 

Arrow → LINE1 <joint(t1),rotate(45,t2)> LINE2  
                      <joint(t3,LINE1),rotate(45,t4)> LINE3 

SubCircuit → Gain  joint(t1)  Arrow  joint (t2)  Sum 
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sketch sentence. Each node of a tree has associated a probability representing the rank 
of the stroke interpretation associated to the leaves of its subtree. Such trees can be 
analyzed to obtain a rank of the interpretations by considering the probability associ-
ated to the roots of the trees and the number of language symbols recognized, simi-
larly to what done for natural languages. 

 

Fig. 2. The sketch parsing approach. 

3   A Dynamic Ink Segmentation Technique 

The previous sketch parsing approach does not allow pen strokes to represent any 
number of shape primitives connected together, since the function Fetch_Stroke finds 
in the input sketch a single stroke that matches the primitive shape specified in a 
grammar production. 

This problem can be overcome by segmenting the strokes when the parser cannot 
proceed in the recognition of the sketch. Thus, the sequences of primitive shapes 
specified in the grammar productions, together with their geometric relationships, 
guides the segmentation algorithm to identify the points for dividing the strokes into 
different primitives.  

More formally, given a stroke S formed by a set of m data points, a template p 
formed by a sequence of primitive shapes, and an array r of relations between such 
shapes, the segmentation algorithm finds a subset of the m points that matches with 
the pattern p and the array r yielding the minimum fit error. 

This “fitting to a template” problem can be optimally solved by using the dynamic 
programming approach proposed by Hse et al. [6], and considering both the similar-
ity between segments and patterns, and the quality of the relations between the seg-
ments. Thus, the output of the algorithm is the best segmentation according to the 
best fit shape error and the best accuracy of the shape relations. 

Let d(m,k,p,r) be the minimum error segmentation, where m is the number of data 
points describing the stroke S, k is the number of breakpoints to be determined by the 
segmentation process (the start value is k= p.len-1), p is the template of primitive 



332      Vincenzo Deufemia and Michele Risi 

shapes, and r is the array of relations specified in the XPG productions between the 
shapes in p.  

The recursive definition for segmentation of S is given in the following. 
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This function is calculated considering the fitting of a segment from i-th point to 

m-th point in S using p, and considering the accuracy of the relation rel between the 
current matched symbol p and the previous one by means of the threshold rel.th. 

When the Fetch_Stroke function fails to find a stroke accurately related with a pre-
viously parsed stoke, the last visited stroke s could contain multiple symbols. Thus, 
the segmentation process is activated on s in order to calculate the breakpoint that 
divide s into two strokes s1 and s2, and such that they have a good compromise 
between their fitting shape error and the accuracy in the relations involving them. 
Successively, the parser considers s1 as the last visited stroke, and the Fetch_Stroke 
function returns s2 as the next stroke to be parsed. The segmentation process on the 
stroke s is iterated until both m>p.len and Fetch_Stroke fails to find a stroke not in s 
and accurately related with a previously parsed stoke. 

For example, a square can be drawn as a single pen stroke, or as two separate 
strokes, or even as three or four strokes (Fig. 3(a)-(d), respectively). 

 

(a) (b) (d) (c) 

S 

S2 

S1 
S1 

S2 

S3 

S1 

S3 

S2 S4 

 

Fig. 3. Segmentation of a square. 

The production used to recognize the square is: 

Square → LINE
1
 <joint(t1), rotate(90, t2)> LINE

2
 <joint(t1), rotate(90, t2)>  

        LINE
3
 <joint(t1), rotate(90, t2), joint(t1, LINE1)> LINE

4 

If the square is drawn using four strokes then the production is correctly reduced 
without segmentation since the strokes returned by Fetch_Stroke match the relations 
in the production. 

During the parsing of the square in Figure 3(c), the Fetch_Stroke matches the first 
three lines of the production with the strokes S1, S2 and S3, but it fails to find the sym-
bol LINE4. Thus, a segmentation process is activated on the last visited stroke S3. In 
particular, the algorithm calculates the value d(m,1,[L,L],[{joint(t1),rotate(90,t2)}, 
{joint(t1), rotate (90,t2), joint(t1)}]) determining the breakpoint shown as a filled circle 
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in Figure 3(c). The parser continues the recognition of the square by matching the 
segmented stroke S3 with LINE3 and LINE4. Similarly, the parser recognizes the squares 
in Figures 3(a) and 3(b) by segmenting the strokes S and S2 with 
d(m,3,[L,L,L,L],[∅,{joint(t1), rotate(90,t2)}, {joint(t1), rotate(90,t2)},{joint(t1), ro-
tate(90,t2), joint(t1)}]) and d(m,2,[L,L,L],[{joint(t1), rotate(90,t2)},{joint(t1),rotate 
(90,t2)},{joint(t1), rotate(90,t2), joint(t1)}]), respectively. 

It worth noting that the time and space complexity of the segmentation process is 
the same of the Hse’s algorithm [6] since when the parser segments a stroke with the 
pattern p=[p1,…,pn-1,pn], the segmentation value of the pattern pr=[p1,…,pn-1] has al-
ready been calculated previously. 

4   Segmenting Hand-Drawn Electrical Circuits 

In this section we show how the proposed dynamic stroke segmentation technique 
works during the recognition of hand-drawn circuit diagrams. 

The symbols in the circuit domain are given in Figure 4. 
 

 

Fig. 4. The visual symbols in the circuit language. 

In the following we describe some productions of the ink grammar for modeling 
the resistor, the wire, the capacitor and the ground symbols. In particular, the resistor 
symbol starts and ends with a line, and in the middle it is composed of a sequence of 
at least four oblique lines forming a wave. 

Resistor     → LINE <joint(t1), rotate(225, t2)>  Wave  <joint(t1), rotate(135, t2)> LINE 
Wave         → LINE1 <joint(t1), rotate(45, t2)>  
 LINE2 <joint(t1), rotate(135, t2), > 
 LINE3 <joint(t1), rotate(45, t2), parallel(LINE1, t3)>  
 LINE4 <joint(t1), rotate(135, t2), parallel(LINE2, t3)> Multiwave 
Multiwave → LINE <joint(t1), rotate(45, t2), parallel(LINE(-1), t3)> Multiwave 
Multiwave → LINE 
 

Wire          → Wire <intersect(t1)> LINE   
Wire          → LINE 
 

Capacitor  → LINE1 <perpendicular(t1), intersection(t2)>  LINE2 <parallel(t3), length(1.0, t4)>  
 LINE3 <perpendicular(t1), intersection(t2)>  LINE2 

 

Ground     → LINE <perpendicular(t1), intersection(t2)>  Multiline 
MultiLine → LINE <parallel(t3),length(0.7, t4), centered(t5)>  
 LINE <parallel(t3),length(0.7, t4), centered(t5)> Subline 
Subline     → LINE <parallel(t3),length(0.7, t4), centered(t5)> Subline 
Subline     → LINE 
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Notice that the LINE symbol may further be refined in order to also consider multi-
stroke segments. 

The following productions represent some of the language grammar productions 
for the circuit language.  

Circuit       → SubBlock 
SubBlock  → SubBlock  <joint(t1)>  Wire  <joint(t1)> Component 
SubBlock  → SubBlock  <joint(t1)>  Wire 
SubBlock  → SubBlock  <any> Component 
SubBlock  → Component 
Component  → Resistor 
                    → Capacitor 
                    → Ground 
                    → Diode 
                    → pnpTransistor 

                      → npnTransistor 
                      → Energy 

Fig. 5 shows an electric circuit and the segmentation of a resistor symbol. In par-
ticular, when the parser starts the recognition of the resistor it looks for a line seg-
ment. Since the resistor symbol has been drawn with two complex strokes, the line 
fitting algorithm fails on matching the first stroke with a line. Thus, the parser seg-
ments the stroke identifying a breakpoint that divides the stroke into two lines accord-
ing to the grammar productions. The optimal breakpoint is point 1 and the parser 
proceeds the recognition on the remaining part of the segmented stroke. In particular, 
driven by the production defining the symbol Wave the parser segments the stroke 
into four line segments identifying the breakpoints 2, 3 and 4. Successively, the 
parser segments the second stroke forming the resistor by considering the production 
defining the symbol Multiwave.  

 

Fig. 5. An electric circuit with a resistor drawn with two strokes and segmented by the pro-
posed algorithm during its parsing. 

5   Conclusion 

We have presented a sketch parsing approach that includes a context based ink seg-
mentation technique. Indeed, template derived from grammar productions drives the 
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segmentation process. The approach is designed to enable natural sketch-based com-
puter interaction since it allows for multiple symbols to be drawn in the same stroke, 
and allows individual symbols to be drawn in multiple strokes. 

We have integrated the proposed approach in the SketchBench system [3], a tool 
supporting the early phases of sketch language modeling, such as shape modeling and 
grammar specification, and the generation of the final parser.  

We are currently conducting an evaluation test of the segmentation technique. 
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Abstract. An approach for segmentation of ultrasound images using
features extracted by orthogonal wavelet transforms that can be used in
an interactive system is proposed. These features are the training data
for the K-means clustering algorithm and the Bayes classifier. The result
of classification is improved by using neighbourhood information.

1 Introduction

The use of ultrasound scanners in medical diagnostics becomes more and more
popular. The equipment develops and becomes cheaper and more accessible for
doctors. It more and more often is used in applications usually reserved for
an expensive equipment like computer tomography or magnetic resonance de-
vices. An example of this kind of application is an automatic segmentation of
images used in 3D visualisation systems [1].

The problem with ultrasound images is the fact that the most usable infor-
mation is contained not in gray levels of an image, but in pixel patterns called
textures [4], defined by the gray level distribution in a neighbourhood of the in-
vestigated pixel. Moreover, the usable information can be stored at various levels
of resolution of the texture. A very efficient method for multiresolution features
extraction used for a texture segmentation is a discrete wavelet transform [2],
that one divides into two types: orthogonal and nonorthogonal [7, 8, 11].

In Section 2 we describe a typical application framework where the proposed
approach can be applied. In section 3 a method of a Region Of Interest (ROI)
reduction is proposed. Next, in Section 4 we describe an orthogonal wavelet
transform as a source of features and the feature extraction method in Section
5. The classification method is proposed in Section 6. The experimental results
are presented in Section 7 and conclusions in Section 8.

2 Application Description

We assume that the ROI (see Fig. 2, 2nd row) is a graylevel image defined
by an user (a doctor) using any drawing program (e.g. GIMP or Photoshop)
that provides a pen-like tool and makes it possible to draw on a layer over
an ultrasound image.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 336–342, 2005.
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We select a special graylevel (e.g. black) that means the omitted part of the
image. The remaining graylevels mean classes of objects. Thus, the ROI can
provide both kinds of information: the part of the input image to be processed
and the classification of pixels used for training the classifier and testing the
correctness of the classification.

We expect that the user marks by related graylevels all pixels belonging each
class, especially the object and the non-object (background) for two classes (see
Fig. 2.a & c). Eventually, the user can mark the pixels surrounding the border
between classes (see Fig. 2.b).

We can divide the training algorithm into the following steps described in
following sections:

1. ROI reduction,
2. features extraction,
3. training the classifier.

In order to classify unknown pixels at a similar ultrasound image the user
should mark interesting pixels by making another ROI image. As above, he can
mark the pixels surrounding the expected border between classes, maybe basing
on the classification of the previous slice in a 3D imaging system. Similarly, we
can divide the classification algorithm into the following steps:

1. features extraction,
2. classification,
3. refinement of the classification.

We assume a high correlation of the class assignment between neighbouring pix-
els. So we can refine the results by applying a Gaussian filter to the membership
image for each class.

3 ROI Reduction

We suppose that the number of pixels selected for training in the way described
in the previous section is highly excessive and we can try to reduct the data in
order to speed-up the training algorithm and to improve the system’s interac-
tivity. The proposed method makes it possible to control the number of training
examples and gives the opportunity to adjust it according to any particular costs
of misclassification in each class.

The proposed probabilistic reduction algorithm is controlled by the following
parameters:

– Mi – the number of pixels belonging to the ith class;
– MR – an expected number of training pixels – can be assessed from the time

response restrictions;
– ηi – the relative cost of an incorrect classification of a pixel to the ith class.

Then we can calculate the probability that a pixel from the ith class belongs to
the training set
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pi =
MR

MiC
· ηi∑C

i=1 Miηi

, (1)

and we use it to sample randomly the ROI provided by the user (see Fig. 2, 2nd
row). As a result we receive a reduced ROI being used as the training set (see
Fig. 2, 3rd row).

Remaining pixels of each class (not qualified to the training set) are used as
the testing set, thus the ratio of testing and training pixels for the ith class is

κi = (1− pi)/pi. (2)

4 Wavelet Transform

In this paper we apply orthogonal wavelet transforms only, because they are
simpler and, probably, more adequate for an use in interactive systems. We will
compare two kinds of them: a Discrete Wavelet Transform (DWT) and a Discrete
Wavelet Packet Transform (DWPT).

A simple transform consists of a low-pass (L) and high-pass (H) mirror filters
applied to the image twice: by rows and by columns. As a result, the image
is decomposed into 4 subband channels: LL, LH, HL, HH. The LL channel is
a coarse or low-pass one. The remaining channels are detail or high-pass ones.

a) b)

Fig. 1. Image’s divisions into 13 subband channels: (a) DWT for L = 4, and (b) DWPT
for L = 2.

The DWT consists of a certain number of decompositions of the coarse chan-
nel (LL) only (Fig. 1a). Its use is motivated by the fact that usually the majority
of image energy goes to this channel. The DWPT decomposes possibly all chan-
nels (Fig. 1b). The decision on a particular decomposition depends on an energy
measurement. A channel is decomposed if it contains a considerable part of total
energy.

The DWT gives 1+3L features and the DWPT gives the number of features
in the range 〈1+3L, 4L〉, where L is the level of transformation, i.e. the maximum
number of applications of a simple transform to any part of the image.

5 Features Extraction

The features extraction using an orthogonal wavelet transform is composed of
the following steps [9]:

1. Decompose the input image using a wavelet transform. As a result we re-
ceive an image of the same dimensions as the input image, but divided into
subband channels.
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2. Calculate an absolute value for all high-pass channels.
3. Apply a Gaussian filter as an envelope detection algorithm to each high-pass

channel of the transform. The slope of the filter should depend on the mean
size of a texture element.

4. For each pixel in the ROI determine feature values from related channels,
do necessary interpolations and store as a feature matrix.

5. Standardize values of each feature in the feature matrix.

The training stage uses a feature matrix extracted from an image with cor-
rectly classified pixels, as an training data, and gives parameters of the classifi-
cation method as the output.

The classification stage takes parameters of the classification method, a fea-
ture matrix extracted from an image with an unknown pixel classification and
the ROI definition as the input. It gives an estimated label for each pixel in
the ROI as the output.

6 Classification Method

Tissues and organs at ultrasound images usually are inhomogeneous regions.
Each object of interest can be composed of textures of various visual properties.
So we can use only such a classification method that can assign many types of
tissues to a single class. On the other side we cannot use methods of a high
numerical complexity (e.g. neural networks [6] or support vector machines [12]).

These conditions are fulfilled by an algorithm composed of the K-means
clustering algorithm [5] and the Bayes classifier [3, 11]. The K-means algorithm
is an iterative procedure composed of the following steps:

1. Assign all items randomly to K clusters.
2. Calculate a mean vector for each cluster.
3. Assign all items to clusters using a minimum distance method.
4. If the present class assignment differs from the previous one go to step 2.

The algorithm is run during the training stage separately for each class of cor-
rectly classified items, that gives totally KC clusters, where C is the number
of classes, and K is the number of clusters in each class. It is an adjustable
parameter of the algorithm.

The Bayes classifier assumes that probability distribution p(x|ωj) for each
cluster ωj is a N -dimensional normal distribution defined by two parameters:

– the mean vector μj = E [x|ωj ] and
– the covariance matrix Mj = E

[
(x− ωj)(x − ωj)T |ωj

]
.

These parameters are calculated for each cluster at the end of the training stage.
In the classification stage each pixel is assigned to such a cluster that gives the

maximum posterior probability, i.e. that maximizes the discriminant function:

gj(x) = −1/2(x− μj)TM−1
j (x− μj)− 1/2 log |Mj |+ log p(ωj), (3)

where p(ωj) = |ωj |/Mi is the probability of the cluster ωj , and Mi is the number
of all pixels in the ith class.
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7 Experimental Results

For our experiments we chose three types of ultrasound images (Fig. 2, 1st row),
that could appear in the application described in Section 2.

We applied two transforms: DWT and DWPT, based on the 2nd order
Daubechies wavelet [2] with subband channels at Fig. 1, as the source of features.

The number of clusters in each class in the K-means algorithm was K = 20.
The total number of pixels in the reduced ROI (the training set) wasMR = 8000,
equally divided into both classes (η1 = η2 = 1). The structure of the training
and testing sets is shown in Table 1.

Table 1. Structure of the training and testing sets. For the ith class are given: Mi

– number of all pixels and κi – ratio of the power of testing and training set (see
Section 3).

Image Class #1 Class #2
at Fig. 2 M1 κ1 M2 κ2

(a) 58738 13.7 64326 15.1
(b) 34323 7.6 20657 4.2
(c) 70650 16.7 10372 1.6

Table 2. Results of experiments.

Image
at Fig. 2

Transform [P1, P2] [P1r, P2r]

(a) DWT [0.982, 0.989] [0.985, 0.992]
DWPT [0.988, 0.982] [0.991, 0.983]

(b) DWT [0.974, 0.989] [0.980, 0.992]
DWPT [0.985, 0.971] [0.990, 0.976]

(c) DWT [0.927, 0.977] [0.932, 0.964]
DWPT [0.944, 0.968] [0.952, 0.952]

A measure of classification ability was a fraction of correct classifications
to the background and to the object, before [P1, P2] and after the refinement
[P1r, P2r]. The results are given in Table 2.

8 Conclusions

Our experiments have shown that the DWPT outperforms the DWT in the abil-
ity of generating better features for classification. However, the worst result was
achieved for the Fig. 2c, where the object of interest was composed of many
sub-objects of not enough size for calculating good texture features.



Application of Wavelet Transforms and Bayes Classifier 341

(a) (b) (c)

1)

2)

3)

4)

5)

Fig. 2. Ultrasound images used in experiments: (a) a transrectal section of prostate, (b)
a solid breast mass, (c) liver metastases. The rows contains: 1) input image, 2) correct
pixel classification with ROI, 3) training set, 4) raw results of classification, 5) refined
results by using a neighbourhood. Used colours: gray – the background (class #1),
white – the object (class #2), black – the omitted area.
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The use of neighbourhood information improves classification results only for
the images (a) and (b). It decreases classification correctness for object’s pixels
in the image (c). We suppose that this is caused by an incorrect choice of the
Gaussian filter for this image.

Of course, the proposed ROI reduction method can be used in time con-
strained applications only. In application where an accuracy is the main require-
ment one should not reduct the training set in a purely probabilistic way.

We suppose that a transformation of the feature space reducing the number of
features should facilitate the training and classification process, e.g. the Karhu-
nen-Loeve transform, whose usefulness for various textures was proved [10].
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Abstract. Caricature is emphasizing the distinctive features of a particular face. 
Exaggerating the Difference from the Mean (EDFM) is widely accepted among 
caricaturists to be the driving factor behind caricature generation. However the 
caricatures created by different artists have different drawing style. No attempt 
has been taken in the past to identify these distinct drawing styles. Yet the 
proper identification of the drawing style of an artist will allow the accurate 
modelling of a personalised exaggeration process, leading to fully automatic 
caricature generation with increased accuracy. In this paper we provide experi-
mental results and detailed analysis to prove that a Cascade Correlation Neural 
Network (CCNN) can be used for capturing the drawing style of an artist and 
thereby used in realistic automatic caricature generation. This work is the first 
attempt to use neural networks in this application area and have the potential to 
revolutionize existing automatic caricature generation technologies. 

1   Introduction 

Caricature is an art that conveys humour to people via drawing human faces. The ba-
sic concept is capturing the essence of a persons face by graphically exaggerating 
their distinctive facial features. Many approaches have been proposed in literature to 
generate facial caricatures automatically [1-4]. The process of creating a caricature 
even a professional caricaturist would not be able to quantify all the exaggerations 
he/she is likely to introduce. It is observed that these exaggerations often depend on 
the individual drawing style adopted by an artist. The fact that we are able to identify 
caricatures drawn by famous caricaturists, regardless of the original image, supports 
this observation. Unfortunately none of the existing state-of-the-art automatic carica-
ture generation techniques attempt to capture the drawing style of an individual artist. 
Yet the accurate capture of this detail would allow more realistic caricatures to be 
generated. From the artists’ point of view, it is difficult for them to explain how they 
draw caricatures. This is because the drawing rules are embedded in their subcon-
scious mind and often unexplainable. Automatic identification of an artist’s drawing 
style using artificial intelligence techniques could provide a solution for this. 

The human brain has an innate ability of remembering and recognising thousands 
of faces it encounters during a lifetime. Psychologists [3,4] suggested that human be-
ings have a “mean face” recorded in their brain, which is an average of faces they 
encounter in life. A caricaturist compares one’s face with this mean face and draws 
caricatures by exaggerating the distinctive facial features. This caricature drawing 
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approach is widely accepted among psychologists and caricaturists [1,5]. Within the 
wider aspect of our research we are currently investigating the full automation of the 
above mentioned drawing style capture and related caricature generation process. The 
work presented in this paper limits the investigation to capturing the drawing style 
adopted by a caricaturist in exaggerating a single, selected facial component. Captur-
ing the drawing style of a complete face is a challenging task due to the large number 
of possible variations and non-linearity of exaggerations that a caricaturist may adopt 
for different facial components. However non-linearity in exaggerations could be 
found even in the deformations made to a single facial component. This observation 
undermines previous research, which assumes semi-linear deformations over a single 
facial component such as an eye, mouth, nose etc. Fortunately neural networks have 
the ability to capture the non-linear relationship. Within the research context of this 
paper we provide experimental results and analysis to prove that a Cascade Correla-
tion Neural Network (CCNN) [8,9] can be trained to accurately capture the drawing 
style of a caricaturist in relation to an individual facial object. Further we use the re-
sults to justify that the trained CCNN could then be used to automatically generate a 
caricature (drawn by the same artist) of the same facial component belonging to either 
the same original facial figure or of a different one.  

This paper is organised as follows: section-2 introduces the CCNN and discusses 
its suitability for the application domain. Section-3 presents the proposed methodol-
ogy of using CCNN in identifying the drawing style of an artist. Section-4 presents 
experimental results and a detailed analysis proving the validity of the proposed con-
cepts use in capturing the drawing style of an artist. Finally section-5 concludes with 
an insight into further research that is currently being considered as a result of it. 

2   The Cascade Correlation Neural Network 

Artificial neural networks are the combination of artificial neurons that are widely 
used in machine learning. After testing and analysing various neural networks we 
found that the CCNN is the best for the application domain under consideration. 

The CCNN [8,9] is a new architecture and is a generative, feed forward, supervised 
learning algorithm for artificial neural networks. It is similar to a traditional network 
in which the neuron is the most basic unit. However an untrained CCNN will remain 
in a blank state with no hidden units. A hidden neuron is ‘recruited’ when training 
yields no appreciable reduction of error. Thus a pool of hidden neurons is created with 
a mixture of non-linear activation functions. The resulting network is trained until the 
error reduction halts. The hidden neuron with the greatest correspondence to the over-
all error is then installed in the network and the others are discarded. The new hidden 
neuron ‘rattles’ the network and significant error reduction is accomplished after each 
inclusion. The features they identify are permanently cast into the memory of the 
network, which means that it has the ability to detect the features from training sam-
ples. Preserving the orientation of hidden neurons allows cascade correlation to ac-
cumulate experience after its initial training session. The above features justify its use 
within the application domain under consideration. In addition the CCNN has several 
other advantages [8] namely: 1) It learns very quickly and is at least ten times faster 
than traditional back-propagation algorithms. 2) The network determines its own size 
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and topology and retains the structure. 3) It is useful for incremental learning in which 
new information is added to the already trained network. 

Once the architecture has been selected and the input signals have been prepared, 
the next step is to train the neural network. We use the Levenberg-marquardt back-
propagation training function [9] due to its significant speed of operation. After train-
ing, the accuracy and capabilities of this trained neural network has been validated 
before putting into practise. In section 4 we validate the use of the above network 
within the application domain under consideration. 

3   Capturing the Drawing Style of a Caricaturist:   
     The Proposed Methodology 

Figure 1 illustrates the block diagram of the proposed drawing style capture algo-
rithm. A facial component extractor module subdivides a given original facial image, 
its corresponding caricature drawn by the artist and the mean face into distinguishable 
components such as eye, nose etc. Then the geometrical data from a given component 
of an original image and data from the corresponding component of the mean image 
are entered as inputs to the neural network module. The relevant data from the carica-
ture component is entered to the module as the output. The above data is used to train 
the neural network. Once sufficient data points have been used in the above training 
process, we show that the neural network is able to predict the caricature of a novel 
image depicting the same facial component that was used in the training process. 

 

Fig. 1. Proposed Drawing Style Capture Algorithm 

Step 1: Generating Mean Face: For the purpose of our present research which is 
focused only on a proof of concept, the mean face (and thus the facial components) 
was hand drawn for experimental use and analysis. However, in a real system one 
could use one of the many excellent mean face generator programs [12]. 

2input output

Original Facial Image Caricature Image Mean Face Generator 

Facial Component Extractor/Separator 

Original Component Caricature Component Mean Component 

 
Cascaded Correlation Neural Network (CCNN) 

Automatically Generated Caricature Component 

1input

Training 

New Facial Component 
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Step 2: Facial Component Extraction/Separation: A simple image analysis tool 
based on edge detection, thresholding and thinning was developed to extract/separate 
various significant facial components such as, ears, eyes, nose and mouth from the 
original, mean and caricature facial images (see figure 2). Many such algorithms and 
commercial software packages are available to extract facial components [11]. 
 

Fig. 2. Facial component extraction from a caricature image 

Step 3: Creating Data Sets for Training the Neural network: Once the facial com-
ponents have been extracted, the original, mean and caricature images of the compo-
nent under consideration are overlapped, assuming an appropriate common centre 
point (see figure 3). E.g., for an eye, the centre of the iris could be considered the 
most appropriate centre point. Subsequently using cross sectional lines centred at the 
above point and placed at equal angular separations, the co-ordinate points at which 
the lines intersect the components are noted. This is done following a clockwise direc-
tion as noted by points 1,2,…8 of the caricature image data set of figure. 3. Note that 
figure 3 is for illustration purposes only (not to scale) and thus may not represent an 
accurately scaled/proportioned diagram. 

Fig. 3. Creating Data Sets for Training 

Step 4: Tabulating Data Sets: After acquiring the X-Y coordinate points as in step-
3, they are tabulated as depicted in Table-1.  

The higher the number of cross sectional lines that are used, the more accurate the 
captured shape would be. However for clarity of presentation and ease of experimen-
tation, we have only used four cross sectional lines in figure 3, which results in eight 
data sets. 
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Table 1. Training Data Set 

 
Step 5: Data Entry: Considering the fact that the neural network should be trained to 
automatically produce a caricature of a given facial component drawn by a particular 
artist, we consider the data points obtained from the caricature image above to be the 
output training dataset of the neural network. Furthermore the neural network is pro-
vided with the data sets obtained from the original and mean images to formulate in-
put data. This follows the widely accepted strategy used by the human brain to ana-
lyse a given facial image in comparison to a known mean facial image. 

 
Step 6: Setting up the Neural Network: We propose the use of the following train-
ing parameters for a simple, fast and efficient training process. 

 

Table 2. Neural Network Specifications 

Parameter Choice 
Neural Network Name Cascade Correlation 
Training Function Name Levenberg-marquardt  
Performance Validation Function Mean squared error 
Number of Layers 2 
Hidden Layer Transfer Function Tan-sigmoid with one neuron at the start 
Output Layer Transfer Function Pure-linear with eight neurons 

 

 
Step 7: Testing: Once training has been successfully concluded as described above, 
the relevant facial component of a new original image is sampled and fed as input to 
the trained neural network along with the matching data from the corresponding mean 
component. In section-4 we provide experimental evidence in support of our proof of 
concept that a CCNN is able to capture the drawing style of a caricaturist. 

4   Experiments and Analysis 

Several experiments were designed and carried out to prove the suitability of using a 
CCNN to capture the drawing style of a caricaturist. The MATLAB neural network 
toolbox and associated functions [7] were used for the simulations. Two of these core 
experiments are presented and analysed in detail in this section. Note that experi-
ment 1 use simple geometrical shapes for testing. 

 
Experiment 1: This experiment is designed to prove that CCNN is able to accurately 
predict orientation, direction and exaggeration. The four training objects denoted by 
1-4 in figure 4(a) represent the training cases. In each training object, the innermost 
shape denotes the mean component, the middle shape denotes the original component 

 Original Mean Caricature Original Mean Caricature Original 
X1 25 37 13 X5 86 75 100 
Y1 99 99 99 Y5 99 99 99 
X2 47 53 37 X6 62 60 68 
Y2 108 102 118 Y6 93 95 87 
X3 56.8 56.8 56.8 X7 56.8 56.8 56.8 
Y3 109 102 125 Y7 92 95 86 
X4 66 59 76 X8 50 52 45 
Y4 109 102 119 

 

Y8 93 95 87 
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and the outermost denotes the caricature component. Note that the exaggeration in 
one direction is much greater than in the other three directions for all training objects. 
Object 4 in figure 4(a) denotes the test case. The input shapes (mean and original) are 
illustrated by continuous lines and the output (i.e. generated caricature) shape is de-
noted by the dotted shape. Note that the CCNN has been able to accurately predict 
exaggeration along the proper direction, i.e. along the direction where exaggeration is 
the most when the original is compared with the mean in the test object. 
 
 

 
  (a)   (b) 

Fig. 4. Experiment 2 Data (a) graphical (b) tabular 

Experiment 2: Experiment 1 was performed on a basic shape and proved that the 
CCNN is capable of accurately predicting orientation, direction and exaggeration. In 
this experiment we test CCNN on a more complicated shape depicting a mouth (en-
closes lower and upper lips). Figure 5 illustrates six training cases out of 20 cases 
used in the experiment. In each training case, the innermost shape corresponds to a 
mean mouth. For all training and tests cases the shape of the mean mouth has been 
maintained as constant [Note: To reduce experimental complexity, the sampling 
points were limited to 8. This does not undermine the experimental accuracy. How-
ever more sampling points would have allowed us to train the neural network on a 
more regular and realistic mouth shape.] The middle shape corresponds to the original 
mouth and the outermost shape represents the caricature mouth. All these shapes have 
been sampled at 8 points as illustrated in training case 1 of figure 5. Note the non-
linearity in exaggeration that is shown in the training cases across the shape of the 
mouth. Our set of 20 training cases was carefully selected so as to cover all possible 
exaggerations in all eight directions. This is a must in order for the CCNN to be able 
to predict exaggerations accurately in all of the eight directions. 

Figures named “result 1-3” in figure 6 below, illustrate the test cases. They demon-
strate that the successful training of the CCNN has resulted in its ability to accurately 
predict exaggeration of non-linear nature in all directions. Note that an increase in the 
amount of the training data set would result in an increase of the prediction accuracy 
for a new set of test data. 

Ob. X1 Y1 X2 Y2 X3 Y3 X4 Y4 

1M 32 121 26.5 127 24 121 26.5 114 

1O 21 121 26.5 130 33 121 26.5 101 

1C 17 121 26.5 137 37 121 26.5 73 

2M 143 124 160 121 143 118 125 121 

2O 143 129 163 121 143 112 90 121 

2C 143 136 167 121 143 105 58 121 

3M 67 79 57 83 67 86 76 83 

3O 67 75 54 83 67 89 89 83 

3C 67 70 51 83 67 95 127 83 

4M 135 62 133 76 143 65.5 144 53 

4O 131 60 132 79 149 68 147 48 

4C 126 57 131 82 153 70 165 7 

5M 25 26 17 22 20 30 31 35 

5O 28 23 14 19 18 32 40 45 

Test Result 

5C 33 19.2 10.3 15 12.6 38.4 71.27 74.6 

(M-mean) (O-Original) (C-Caricature) 
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4.1   Analysis: Use of CCNN in Automatic Caricature Generation 

Our experiments above were designed to support the proof of concept that the CCNN 
can be used in capturing the drawing style of an artist and subsequent automatic cari-
cature generation. Here we provide justifications as to why the experiments per-
formed on limited shapes, with limited sampling would still prove enough evidence in 
support of the proposed idea. 

Figure-7 illustrates the mean, original and caricature (drawn by two artists) images 
of a human eye. The original eye shows a noticeable difference in shape from the 
mean eye at the two ends. In the left end, the eye is curved up whereas at the right end 
it is curved down.  

The drawing style of artist-1 shows no difference being made to the left side but a 
noticeable exaggeration to the difference (curved nature) in the right side. This could 
be a trait of this artist’s drawing style. I.e. the artist makes no exaggerations in any 
cartoon he draws, in the left corner of the eye, but exaggerates considerably in the 
right corner. The proposed CCNN based approach is able to learn this rule as proved 
by the results of experiments 1. Performing experiments on a larger set of original 
eyes (belonging to different people but caricatured by the same artist-1) will help im-

 
Training 1 Training 2 Training 3 

  
Training 4 Training 5 Training 6 

Fig. 5. Testing CCNN on a real facial object under limited sampling – the training cases 
 

 Result1  Result2  Result 3 

Fig. 6. Testing CCNN on a real facial object under limited sampling – the test cases 
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prove prediction further. Using more sampling points around the surface of the eye 
(rather than 8 in our experiments) will increase the accuracy of approximating the 
actual shape of the eye. 

In figure 7, the drawing style of artist-2 shows exaggerations being done at both 
ends of the eye. As justified above and supported by evidence from experiments 2 and 
3, CCNN would be capable of accurately capture the drawing style of artist-2 as well. 
Given a new original eye, it would then be able to automatically generate the carica-
ture, incorporating the artist’s style. 

 

 

Fig. 7. Comparison of the mean and an original human eye with a caricature eye drawn by two 
different artists 

5   Conclusion 

In this paper we have identified an important shortcoming of existing automatic cari-
cature generation systems in that their inability to identify and act upon the unique 
drawing style of a given artist. We have proposed a Cascade-Correlation Neural Net-
work based approach to identify the said drawing style of an artist by training the neu-
ral network on unique non-linear deformations made by an artist when producing 
caricature of individual facial objects. The trained neural network has been subse-
quently used successfully to generate the caricature of the facial component automati-
cally. We have shown that the automatically generated caricature consists of various 
unique straits adopted by the artist in drawing free-hand caricatures. 

The above research is a part of a more advanced research project that is looking at 
fully automatic, realistic, caricature generation of complete facial figures. One major 
challenge faced by this project includes, non-linearities and unpredictabilities of de-
formations introduced in exaggerations done between different objects within the 
same facial figure, by the same artist. We are currently extending the work of this 
paper in combination with artificial intelligence technology to find an effective solu-
tion to the above problem. 
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Abstract. Most approaches to text classification rely on some measure
of (dis)similarity between sequences of symbols. Information theoretic
measures have the advantage of making very few assumptions on the
models which are considered to have generated the sequences, and have
been the focus of recent interest. This paper addresses the use of the
Ziv-Merhav method (ZMM) for the estimation of relative entropy (or
Kullback-Leibler divergence) from sequences of symbols as a tool for
text classification. We describe an implementation of the ZMM based
on a modified version of the Lempel-Ziv algorithm (LZ77). Assessing the
accuracy of the ZMM on synthetic Markov sequences shows that it yields
good estimates of the Kullback-Leibler divergence. Finally, we apply the
method in a text classification problem (more specifically, authorship
attribution) outperforming a previously proposed (also information the-
oretic) method.

1 Introduction

Defining a similarity measure between two finite sequences, without explicitly
modelling their statistical behavior, is a fundamental problem with many im-
portant applications in areas such as information retrieval or text classification.
Approaches to this problem include: various types of edit (or Levenshtein) dis-
tances between pairs of sequences (i.e., the minimal number of edit operations,
chosen from a fixed set, required to transform one sequence into the other; see,
e.g., [1], for a review); “universal” distances (i.e. independent of a hypothetical
source model) such as the information distance [2]; methods based on universal
(in the Lempel-Ziv sense) compression algorithms [3].

In this paper, we consider using the method proposed by Ziv and Merhav
(ZM) for the estimation of relative entropy, or Kullback-Leibler (KL) divergence,
from pairs of sequences of symbols, as a tool for text classification. In particu-
lar, to handle the text authorship attribution problem, Benedetto, Caglioti and
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Loreto [3] introduced a “distance” function based on an estimator of the relative
entropy obtained by using the gzip compressor [4] and file concatenation. This
work follows the same idea of estimating a dissimilarity using data compression,
but using the ZM method [5]. The ZM approach avoids the drawbacks of the
method of Benedetto et al [3] which have been pointed out by Puglisi et al [6],
and has desirable theoretical properties of fast convergence.

We describe an implementation of the ZM method based on a modified ver-
sion of the Lempel-Ziv algorithm. We assess the accuracy of the ZM estimator
on synthetic Markov sequences, showing that it yields good estimates of the KL
divergence. Finally, we apply the method to an authorship attribution problem
using a text corpus similar to the one used in [3]. Our results show that ZM
method outperforms the technique introduced in [3].

The outline of the paper is has follows. In Section 2 we recall the funda-
mental tools used in this approach: the concept of relative entropy, the method
proposed by Bennedeto et al, and the ZM method. In Section 3 we describe our
implementation of the ZM technique based on the LZ77 algorithm. Section 4
presents the experimental results, while Section 5 concludes the paper.

2 Data Compression and Similarity Measures

2.1 Kullback-Leibler Divergence and Optimal Coding

Consider two memoryless sources A and B producing sequences of binary sym-
bols. Source A emits a 0 with probability p (thus a 1 with probability 1 − p)
while B emits a 0 with probability q. According to Shannon [7, 8], there are
compression algorithms that applied to a sequence emitted by A will be asymp-
totically able to encode the sequence with an average number bits per character
equal to the source entropy H(A), i.e., coding, on average, every character with

H(A) = −p log2 p− (1− p) log2(1 − p) bits. (1)

An optimal code for B will not be optimal forA (unless, of course, p = q). The
average number of extra bits per character which are wasted when we encode
sequences emitted by A using an optimal code for B is given by the relative
entropy (KL divergence) between A and B (see, e.g., [8]), that is

D(A||B) = p log2

p

q
+ (1− p) log2

1− p

1− q
. (2)

This fact suggests the following possible way to estimate the KL divergence
between two sources: design an optimal code for source B and then measure
the average number of bits obtained when this code is used to encode sequences
from source A. The difference between this average code length and the entropy
of A is an estimate of the KL divergence D(A||B). The entropy of A itself
can be estimated by measuring the average code length of an adapted optimal
code. This is the basic idea that underlies the methods proposed in [3] and [5].
However, to use this idea for general sources (not simply for the memoryless ones
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that we have considered up to now for simplicity), without having to explicitly
estimate models for each of them, we need to use some form of universal coding.
A universal coding technique (such as the Lempel-Ziv algorithm) is one that is
asymptotically able to achieve the entropy lower bound without prior knowledge
of the source distribution (which, of course, does not have to be memoryless) [8].

2.2 Relationship Between Entropy and Lempel-Ziv Coding

Consider a sequence x = (x1, x2, ..., xn) emitted by an unknown lth-order sta-
tionary Markovian source, defined over a finite alphabet. Suppose that one wishes
to estimate the nth-order entropy, or equivalently −(1/n) log2 p(x1, x2, ..., xn).
A direct approach to this goal is computationally prohibitive for large l, or even
impossible if l is unknown. However, an alternative route can be taken using the
following fact (see [8], [9]): the Lempel-Ziv (LZ) code length for x, divided by
n, is a computationally efficient and reliable estimate of the entropy, and hence
also of −(1/n) log2 p(x1, x2, ..., xn). More formally, let c(x) denote the number of
phrases in x resulting from the LZ sequential parsing of x into distinct phrases,
such that each phrase is the shortest sequence which is not a previously parsed
phrase. Then, the LZ code length for x can be approximated by

c(x) log2 c(x) (3)

and it can be shown that it converges almost surely to −(1/n) log2 p(x1, x2, ...,
xn), as n → ∞ [5]. This shows that we can use the output of an LZ encoder
to estimate the entropy of an unknown source without explicitly estimating its
model parameters.

2.3 The Method of Benedetto, Caglioti and Loreto

Recently, Benedetto et al [3] have proposed a particular way of using LZ coding
to estimate KL divergence between two sources A and B. They have used the
proposed method for context recognition and classification of sequences.

Let |X | denote the length in bits of the uncompressed sequence X , let LX

denote the length in bits obtained after compressing sequence X (in particular,
[3] uses gzip, which is an LZ-based compression algorithm [4]), and let X + Y
stand for the concatenation of sequences X and Y (with Y after X). Let A
and B be “long” sequences from sources A and B, respectively, and b a “small”
sequence from source B. As proposed by Benedetto et al, the relative entropy
D(A||B) (per character) can be estimated by

D̂(A||B) = (ΔAb −ΔBb)/|b|, (4)

where ΔAb = LA+b − LA and ΔBb = LB+b − LB. Notice that ΔAb/|b| can be
seen as the code length (per character) obtained when coding a sequence from
B (sequence b) using a code optimized for A, while ΔBb/|b| can be interpreted
as an estimate of the entropy of the source B.
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To handle the text authorship attribution problem, Benedetto, Caglioti and
Loreto (BCL) [3] defined a simplified “distance” function d(A,B) between se-
quences,

d(A,B) = ΔAB = LA+B − LA, (5)

which we will refer to as the BCL divergence. As mention before, ΔAB is a
measure of the description length of B when the coding is optimized to A,
obtained by subtracting the description length of A from the description length
of A + B. Hence, it can be stated that d(A,B′′) < d(A,B′) means that B′′ is
more similar to A than B′. Notice that the BCL divergence is not symmetric.

More recently, Puglisi et al [6] studied in detail what happens when a com-
pression algorithm, such as LZ77 [10], tries to optimize its features at the inter-
face between two different sequences A and B, while compressing the sequence
A + B. After having compressed sequence A, the algorithm starts compressing
sequence B using the dictionary that it has learned from A. After a while, how-
ever, the dictionary starts to become adapted to sequence B, and when we are
well into sequence B the dictionary will tend to depend only on the specific
features of B. That is, if B is long enough, the algorithm learns to optimally
compress sequence B. This is not a problem when the sequence B is so short
that the dictionary does not become completely adapted to B. In this case, one
can measure the relative entropy by compressing the sequence A+B. The prob-
lem arises for long sequences B. The Ziv-Merhav method, described next, does
not suffer from this problem, this being what motivated us to consider it for
sequence classification problems.

2.4 Ziv-Merhav Empirical Divergence

The method proposed by Ziv and Merhav [5] for measuring relative entropy is
also based on two Lempel-Ziv-type parsing algorithms:

– The incremental LZ parsing algorithm [9], which is a self parsing proce-
dure of a sequence into c(z) distinct phrases such that each phrase is the
shortest sequence that is not a previously parsed phrase. For example, let
n = 11 and z = (01111000110), then the self incremental parsing yields
(0, 1, 11, 10, 00, 110), namely, c(z) = 6.

– A variation of the LZ parsing algorithm described in [5], which is a sequential
parsing of a sequence z with respect to another sequence x (cross parsing).
Let c(z|x) denote the number of phrases in z with respect to x. For example,
let z as before and x = (10010100110); then, parsing z with respect to x
yields (011, 110, 00110), that is c(z|x) = 3.

Ziv and Merhav have proved that for two finite order (of any order) Marko-
vian sequences of length n the quantity

Δ(z||x) =
1
n

[ c(z|x) log2 n− c(z) log2 c(z) ] (6)

converges, as n → ∞, to the relative entropy between the two sources that
emitted the two sequences z and x. Roughly speaking, we can observe (see (3))
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that c(z) log2 c(z) is the measure of the complexity of the sequence z obtained by
self-parsing, thus providing an estimate of its entropy, while (1/n) c(z|x) log2 n
can be seen as an estimate of the code-length obtained when coding z using a
model for x. From now on we will refer to Δ(z||x) as the ZM divergence.

3 Modified LZ77 Algorithm

We have implemented the ZM divergence using the LZ78 algorithm to make the
self parsing procedure. To perform the cross parsing, we designed a modified
LZ77-based algorithm where the dictionary is static and only the lookahead
buffer slides over the input sequence. For better understanding, let us briefly
recall the LZ77 algorithm and its implementation model.

The LZ77 compression algorithm observes the input sequence through a slid-
ing window buffer as shown in Figure 1. The sliding window buffer consists of
a dictionary and a lookahead buffer (LAB). The dictionary holds the symbols
already analyzed and the LAB the symbols to be analyzed. At each step, the
algorithm tries to express the sequence in the LAB as a subsequence in the dictio-
nary using a reference to it and then coding that match. Otherwise, the leftmost
symbol in the LAB is coded as a literal. In both situations, the dictionary is
updated after each step.

LZ77

Ziv-Merhav

Dictionary

Dictionary

LAB

LAB

input
sequence

...this brave new world... brave woman

brave woman input
sequence

...this brave man...

match found

match found

reference sequence
(model)

Fig. 1. The original LZ77 algorithm uses a sliding window over the input sequence
to get the dictionary updated, whereas in the Ziv-Merhav cross parsing procedure the
dictionary is static and only the lookahead buffer (LAB) slides over the input sequence.

To implement the cross parsing procedure, we first use the reference sequence
(model) to build an LZ77-like dictionary, which will remain static. After that,
the input sequence (to be compared) slides through the LAB from right to left
as shown in Figure 1. At each step, the procedure is the same as with LZ77,
except that the dictionary is not updated.
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Two important parameters of the algorithm are the dictionary size and the
maximum length of a matching sequence found in the LAB; both influence the
parsing results and determine the compressor efficiency [4]. The experiments
reported in the next section were performed using a 65536 byte dictionary and
a 256 byte long LAB.

4 Experiments

4.1 Synthetic Data

The purpose of our first experiments was to compare the theoretical values of the
KL divergence with the estimates produced by the ZM method, on pairs of binary
sequences with 100, 1000 and 10000 symbols. The sequences were randomly
generated from simulated sources using memoryless and order-1 Markov models.
For the memoryless sources, the KL divergence is given by expression (2), while
for the order-1 sources it is given by

D(p||q) =
∑

x1,x2

p(x1, x2) log2

p(x2|x1)
q(x2|x1)

. (7)

Results for these experiments are shown in Figure 2. Each experiment com-
pares KL divergence against ZM divergence, over a varying range of source sym-
bol probabilities. The results show that the ZM divergence provides a good KL
divergence estimate, regardless its negative values when the sequences are very
similar or “close”.
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Fig. 2. Theoretical values versus Ziv-Merhav empirical divergence values, between two
synthetic binary sequences of 10000 symbols length. Each circle is the sample mean
value and the vertical segments are the sample standard deviation values, evaluated
over 100 sequence pairs. For the 1st-order Markov source we use the state transition
matrix shown and test for all probabilities p ∈ [0, 1]. Results are near to the identity
line of no estimation error.
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4.2 Text Classification

Our next step was to compare the performance of ZM divergence with the BCL
divergence on the authorship attribution problem using a text corpus similar to
the one used by Benedetto et al [3]. For this purpose, we have used a set of 86
files of the same authors, downloaded from the same site: www.liberliber.it.
Since we don’t know exactly which files were used in [3], we apply both measures
to this new corpus of Italian authors. In this experiment, each text is classified
as belonging to the author of the closest text in the remaining set. In other
words, the results reported can be seen as a full leave-one-out cross-validation
(LOO-CV) performance measure of a nearest-neighbor classifier built using the
considered divergence functions.

Table 1. Italian Authors Classification - For each author we report the number of texts
considered and two measures of classification success, one obtained using the original
method proposed by Benedetto, Caglioti and Loreto (BCL) and the other with the
Ziv-Merhav method (ZM).

author No. of texts BCL ZM

Alighieri 8 7 7
Deledda 15 15 15

Fogazzaro 5 3 5
Guicciardini 6 6 5
Macchiavelli 12 11 11

Manzoni 4 4 3
Pirandello 11 9 11

Salgari 11 11 11
Svevo 5 5 5
Verga 9 7 9
Total 86 78 82

The results of this experiment, which are presented in Table I, show that
the ZM divergence outperforms the BCL divergence over the very same corpus.
Our rate of success using the ZM divergence is 95.4%, while the BCL divergence
achieves rate of success of 90.7%.

5 Conclusion

We have presented an implementation of the Ziv-Merhav method for the es-
timation of relative entropy or Kullback-Leibler divergence from sequences of
symbols, which can be used as a tool for text classification. Computational ex-
periments showed that this method yields good estimates of the relative entropy
on synthetic Markov sequences. Moreover, this method was applied to a text
classification problem (authorship attribution), outperforming a previously pro-
posed approach. Future work will include further experimental evaluation of the
Ziv-Merhav method, as well as its use in more sophisticated text classification
algorithms such as a kernel-based methods [11].
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Abstract. Finite-state models are used to implement a handwritten
text recognition and classification system for a real application entailing
casual, spontaneous writing with large vocabulary. Handwritten short
phrases which involve a wide variety of writing styles and contain many
non-textual artifacts, are to be classified into a small number of prede-
fined classes. To this end, two different types of statistical framework
for phrase recognition-classification are considered,based on finite-state
models. HMMs are used for text recognition process. Depending to the
considered architecture, N-grams are used for performing text recogni-
tion and then text classification (serial approach) or for performing both
simultaneously (integrated approach). The multinomial text classifier is
also employed in the classification phase of the serial approach. Experi-
mental results are reported which, given the extreme difficulty of the
task, are encouraging.

1 Introduction

Cursive handwritten text recognition is currently becoming increasingly mature,
thanks to the introduction of holistic approaches based on segmentation-free im-
age recognition technologies. Using these techniques, very good results have been
reported for applications entailing relatively clean and homogeneous handwriting
and small vocabularies [1–5]. However, as the writing style becomes increasingly
variable and spontaneous and/or the number of words to be recognized grows,
performance of these systems tends to degrade dramatically.

Here we consider a handwritten text recognition and classification applica-
tion entailing casual, spontaneous writing and a relatively large vocabulary. In
this application, however, the extreme difficulty of text recognition is somehow
compensated by the simplicity of the target result. The application consists of
classifying (into a small number of predefined classes) casual handwritten an-
swers extracted from survey forms made for a telecommunication company.1

� This work has been supported by Agencia Valenciana de Ciencia y Tecnoloǵıa under
contract GRUPOS03/031 and Spanish Ministerio de Ciencia y Tecnoloǵıa under
grant TIC2003-08496-C04-02.

1 Data kindly provided by ODEC, S.A. (www.odec.es)
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In [6], we proposed to tackle this difficult classification task using a two-step
or serial approach. Using character HMMs integrated with an n-gram language
model, recognition is first performed on each handwritten sample; then, the
recognized word sequence is classified into one of the given eight classes using
a text classifier based also on n-grams. In this work, results under this serial
scheme are improved using both n-grams and a multinomial text classifier [7] in
the second step. Finally, additional results are reported using a newly proposed
holistic recognition-classification scheme.

In the next section, characteristics and difficulties of the handwritten text
corpora (from the considered application) are explained. Preprocessing and fea-
ture extraction are described in section 3. The adopted probabilistic framework
is the topic of section 4. Section 5 considers the models which the system is
based on. Experimental results are presented in section 6 and conclusions are
drawn in the final section.

2 The Handwritten Phrase Application

The considered application phrases were handwritten by a heterogeneous group
of people, without any explicit or formal restriction relative to vocabulary, the
resulting application lexicon becomes quite large. On the other hand, since no
guidelines are given as to the kind of pen or the writing style to be used, phrase
become very variable and noisy. For example, in some samples the stroke thick-
ness is non-uniform and the vertical slant also varies within a sample. Other
samples present irregular and non-consistent spacing between words and charac-
ters. Also, there are samples written using different case and font types, variable
sizes and even including foreign language phrases. On the other hand, noise and
non-textual artifacts often appear in the phrases. Among these noisy elements
we can find unknown words or words containing orthographic mistakes, as well
as underlined and crossed-out words. Unusual abbreviations and symbols, ar-
rows, etc. are also within this category. The combination of these writing-styles
and noise may result in partly or entirely illegible samples. Examples of these
difficulties are shown in Figure 1.

So far, human operators have been in charge of classifying these phrases. They
do it through a fast reading which just aims to grasp the essential meaning of
the answers. This implies that not all the words can or need to be perfectly rec-
ognized; they just retrieve enough information to get an adequate classification.
In particular, the eight classes defined in the application are: telephone rates,
coverage problems, mobile telephone problems, customer assistance, customers
expressing satisfaction, service complains and generic queries for information.
The aim of our system is to help performing this classification as fast and accu-
rately as possible, with a minimal human intervention.

3 Preprocessing and Feature Extraction

The following steps take place in the preprocessing of each text image: noise
reduction, line extraction, skew and slant corrections and size normalization.
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DIFFERENT STYLES
DIFFICULT LINE SEPARATION

UNUSUAL ABBREVIATIONS
VARIABLE STROKE THICKNESS

CROSSED-OUT WORDS ORTHOGRAPHIC MISTAKES

Fig. 1. Some of the difficulties involved in the application.

Because of the inherent difficulty of the task, line extraction is carried out so
far in a semi-automatic way, based on a conventional line-extraction method [4].
Most of the phrases are processed automatically, but manual supervision is ap-
plied to difficult line-overlapping cases such as that shown in figure 1 (top-right
panel). By adequately pasting the extracted lines, a single-line (long) image is
obtained.

The skew correction process aims at putting the text line into horizontal
position. Detailed information about the process used in this work is described
in [5]. On the other hand, the slant correction process applies a horizontal shear-
ing transform to the already deskewed image to bring the writing in an upright
position. The method used here, based on projection profile, can be found in [8].
Finally, the size normalization process which tries to make the system invariant
to the text height, is detailed in [5].

As with any approach based on (one-dimensional) HMMs, feature extraction
must transform the preprocessed image into a sequence of (fixed-dimension) fea-
ture vectors. To do this, the image is first divided into a grid of small square
cells, sized a small fraction of the image height (such as 1/16, 1/20, 1/24 or
1/28). We call this fraction vertical resolution. Then each cell is characterized
by the following features: normalized grey level, horizontal grey-level derivative
and vertical grey-level derivative. To obtain smoothed values of these features,
feature extraction is extended to a 5 × 5-cell window centered at the current
cell and weighted by a Gaussian function. The derivatives are computed by least
squares fitting a linear function. Columns of cells are processed from left to right
and a feature vector is built for each column by stacking the features computed
in its constituent cells. This process is similar to that followed in [2].

4 Probabilistic Framework

Let x be a sequence of feature vectors extracted from a handwritten line-image
and let c identify the meaning of some text (just a classification label, in our
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case). The ultimately goal of our system is to find an optimal classification for
x; that is to search for an ĉ:

ĉ = argmax
c

P (c |x) (1)

where P (c |x) is the posterior probability that c is the true meaning (class)
of x. Word recognition is not explicit in this formula, were recognition is seen
as a hidden process. Nevertheless, classification can be viewed as a two-step
process: x → s → c, where s is a sequence of words. To uncover the underlying
recognition process, P (c |x) can be seen as a marginal of the joint probability
function P (s, c |x). Using the Bayes rule, we can write

ĉ = argmax
c

∑
s

P (s, c |x) = argmax
c

∑
s

p(x | s, c)P (s, c) (2)

≈ argmax
c

∑
s

p(x | s)P (s, c) (3)

by assuming that, in practice, p(x | s, c) is independent of c. Approximating the
sum by the maximum in eq. (3), we have

(ĉ, ŝ) ≈ argmax
c,s

p(x | s)P (s, c) (4)

(ĉ, ŝ) ≈ argmax
c,s

p(x | s)P (s | c)P (c) (5)

were P (c) is the a priori probability of c. Eq. (5) is the basis of our integrated
approach to handwriting recognition and classification via finite-state models.
This equation permits to simultaneously search for both ĉ and its associated
most probable decoding, ŝ. As shown in [5], if p(x | s), P (s | c) and P (c) are
modeled by finite state models, this problem can be solved efficiently. We adopt
conventional HMMs to estimate p(x | s) (as a sequence of character HMMs) and
n-grams to estimate the P (s | c) of each class c. Thanks to their homogeneous
finite-state nature, both the HMMs and n-gram classifiers (one for each class
c) can be easily integrated into a single global finite-state network [4] on which
recognition-classification can be efficiently performed.

For the two-step (serial) approach, after replacing P (s, c) by P (c | s)P (s),
eq. (4) is broken down into the following two approximations:

ŝ ≈ arg max
s

p(x | s)P (s) (6)

ĉ ≈ arg max
c

P (c | ŝ) = argmax
c

P (ŝ | c)P (c) (7)

For the first (recognition) step (eq. (6)), conventional HMMs which estimate
p(x | s) and n-grams which estimate P (s), are integrated into a single finite-
state network [4] on which sentence recognition is efficiently performed. For the
second step (eq. (7)), a classifier is built by estimating P (ŝ | c) as an n-gram
of words used in the class c. The classification of a recognized word sequence
is carried out by directly computing eq. (7) for each class c on the recognized
text ŝ [9].
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Both the integrated approach and the recognition-phase in the two-step ap-
proach are done by solving eq. (5) and (6), respectively, using the well known
Viterbi algorithm [10]. It is worth nothing that the two-step approximation in-
volves a reduction of the computation demands with respect to integrated ap-
proximation. Also, it allows us to use any convenient classification technique for
the second step, such as a multinomial Naive Bayes text classifier [7].

5 Character, Word and Sentence Modelling

Sentence models are built by concatenation of word models which, in turn, are
often obtained by concatenation of continuous left-to-right HMMs for individual
characters.

Basically, each character HMM is a stochastic finite-state device that models
the succession, along the horizontal axis, of (vertical) feature vectors which are
extracted from instances of this character. Each HMM state generates feature
vectors following an adequate parametric probabilistic law; typically, a mixture
of Gaussian densities. The required number of densities in the mixture depends,
along with many other factors, on the “vertical variability” typically associated
with each state. On the other hand, the adequate number of states to model a
certain character depends on the underlying horizontal variability. The possible
or optional blank space that may appear between characters should be also
modeled by each character HMM. In many cases the adequate number of states
may be conditioned by the available amount of training data.

Once an HMM “topology” (number of states and structure) has been adopted,
the model parameters can be easily trained from images of continuously hand-
written text (without any kind of segmentation) accompanied by the transcrip-
tion of these images into the corresponding sequence of characters. This training
process is carried out using a well known instance of the EM algorithm called
forward-backward or Baum-Welch re-estimation [10].

Words are obviously formed by concatenation of characters. In our finite-
state modeling framework, for each word, a stochastic finite-state automaton is
used to represent the possible concatenations of individual characters to com-
pose this word. As previously discussed, the possible inter-character blank space
is modeled by the character-level HMM. In contrast with continuous speech
recognition, blank space often (but not always) appears between words. This
automaton takes into account this possible blank space, as well as optional char-
acter capitalizations.

Sentences are formed by the concatenation of words. This concatenation is
modeled by an n-gram model [10], which uses the previous n−1 words to predict
the next one. N -grams can be easily represented by finite-state deterministic
automata. N -grams can be max-likelihood learned from a training (text) corpus,
by simply counting relative frequencies of n-word sequences in the corpus [10].

As discussed in section 4, all these finite-state (character, word and sentence)
models can be easily integrated into a single global model on which both equa-
tions (5) and (6) are easily solved; that is, given an input sequence of raw feature
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vectors x, a pair (ĉ, ŝ) is obtained for the integrated approach, or only ŝ is ob-
tained for the recognition phase of the serial approach. The classification phase
of the serial approach is done in accordance with equation (7), using n-gram
models or multinomial classifiers.

6 Experiments

The image dataset extracted from survey forms consists of 913 binary images of
handwritten phrases scanned at 300 dpi. Each of these images was preprocessed
as discussed in section 3. Following results reported in [5], a vertical resolution
of 1/20 was adopted. Therefore, each phrase image is represented as a sequence
of (3× 20)-dimensional feature vectors. The resulting set of sequences was then
partitioned into a training set of 676 samples and a test set including the 237
remaining samples.

In order to train the models as described in section 5, a transcription of each
training image was written. The resulting transcription set accurately describes
all the elements appearing in each handwritten text image, such as (lowercase
and uppercase) letters, symbols, abbreviations, spacing between words and char-
acters, crossed-words, etc. It was used to train the character HMMs and the
N-gram models for both, the integrated recognition-classification approach and
the recognition phase of the serial approach.

Table 1. Basic statistics of the database and its standard partition.

Number of: Training Test Total Lexicon

phrases 676 237 913 –
characters 64,666 21,533 86,199 80
words 12,287 4,084 16,371 3308

All the 80 characters and symbols appearing in the image corpus were mod-
eled using the same left-to-right HMM topology. After informally testing different
values, HMMs were configured with 6 states and 64 Gaussian (diagonal) den-
sities per state. On the other hand, integrated recognition-classification 1-gram
and 2-gram models using Witten-Bell back-off smoothing [11, 12] were trained
from the transcription set. Also from this transcription set, the recognition and
the eight classification 1-gram and 2-gram models of the serial approach were
trained. Similarly, a multinomial text classifier was trained from this set, using
the smoothing techniques described in [7].

Table 2 shows recognition and classification error rates for the integrated
and serial approaches, using different combinations of recognition and classifica-
tion N -gram models. Also, it includes the classification error rate for the serial
approach using a multinomial text classifier.

Because of the difficulty of the task, it can be seen that error rate results are
high. In general, both approaches yield similar results, around 34% in recogni-
tion and 50% in classification with unigrams (bigrams give slightly worse results);
i.e., half of decisions are correct while half are wrong. It is a bit better than the
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Table 2. Test-set recognition word error rate (WER) and classification error rate
are given for integrated and serial approaches. Results are reported using unigram
and bigram as language models and as text classifier for serial approach. Classification
result using the multinomial text classifier is included.

Integrated Approach Serial Approach
Recog.(WER) Classif.(ER) Recog.(WER) Classif.(ER)

1-gram 34.4 50.2 34.3 51.1
2-gram 33.6 59.1 32.5 57.0

Multinomial n/a n/a n/a 43.0

52% reported in [6], using the serial approach and a slightly different preprocess-
ing and feature extraction. Apart from these results, it is worth noting that the
multinomial classifier achieves a 43% of classification error, which is significantly
better than the 50% obtained with unigrams.

An extra classification experiment was carried out using the multinomial
text classifier on the correct test sample transcriptions (i.e., without recognition
errors), resulting in a 40% of classification error rate. As this result does not differ
significantly from the 43.0% obtained with recognized phrases, it can be said that
the difficulty of this task does not lie on the recognition phase, but rather on the
inadequate classification scheme employed and the insufficient amount of data
for training the classification models.

Figure 2 shows three examples of handwritten phrase images along with their
integrated approach results.

Image Recognition Result Classification Result

BIEN OTRAS D LAS QUE
SE RECIBE LOS CORREO

MENSAJES SOBRE LOS
SERVICIOS A P MOVISTAR

Wrong

DIFICULTAD EN SABER
QUE CONTRATO

CAMBIAR
Correct

DEBER-A TENER UN
SERVICIO EN E NOTICIAS
COMPLETAMENTE GRATIS

Correct

Fig. 2. Examples of three handwritten phrases along with their recognition and clas-
sification results. The misrecognized words are indicated in underlined bold-face.

The first one produced six word errors and was wrongly classified. The second
and third produced one and two word errors, respectively, but both were correctly
classified. It is then clear that correctly classified phrases do not imply that a
perfect recognition has been achieved. In fact, it is often the case that we get a
correctly classified phrase after an imperfect recognition phase.
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7 Conclusions

Two approaches have been discussed for a task of spontaneous handwritten
text recognition and classification: an integrated one and a serial one. Both are
based on Hidden Markov Models and N-grams though, in the case of the serial
approach, we have also considered the multinomial Naive Bayes text classifier
for the second step. In general, both approaches yield high, similar error rates:
around 34% in recognition and 50% in classification with unigrams (43% with
the multinomial classifier in the serial approach). This is due to difficulty of the
task and, in particular, of its text classification subtask.
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Abstract. In this paper, a new approach to binarize grey-level document images 
is proposed. The method combines a global and a local approaches. First, we 
provide the edges of the image, and next, from the edges we make a quadtree 
decomposition of the image. On each area of the image, a local threshold is 
computed and applied to all the pixels belonging to the region under considera-
tion. 

Introduction 

Segmentation of gray-level images consists in making a partition of the image into 
several homogeneous regions. Usually, the different regions distinguish each others 
according to criteria which permitted to build them[12].  

Binarization is a particular case of segmentation. In image processing, binariza-
tion’s aim consists in making two regions, one made by objects (information) and 
another one made by the background. In some applications the use of I-level images 
decreases the computational cost of subsequent processing steps. There is several 
methods for segmentation[7,12]: 

− methods based on grey-level of regions, 
− methods based on edge detection, 
− methods based on thresholds computed for different regions. 

 

Most of methods are either based on global or local threshold. In global approaches 
a threshold is calculated and applied to all the pixels of the image[15]. Most of these 
methods use statistical methods like Bayes classifier or maximum likelihood[4,7,9], 
moment preservation[14], signal processing (maximization of entropy of the image, 
minimization of the variance between the object and the background[10]), Hadamard 
transform[2] and multi-scale histogram separation[13]. For some applications, local 
approaches[12] are more accurate. Local methods use different thresholds according 
to the region under consideration. However they often rely on a size parameter which 
may change for different images or for different locations inside the same image pro-
viding in some cases too noisy results. 

Binarized documents can be of different qualities. The nature of the support (paper, 
tracing paper…) and the degradation of documents due to their stocking and lighting 
conditions and their uses, influence the quality of the documents. That’s why a simple 
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threshold won’t give systematically good results. The approach we propose here, tries 
to suit a wide range of documents. For this purpose we combine a global and a local 
methods. In the next two sections we describe our approach. First we explain how the 
edges are detected in an image and after we give an algorithm to divide the contour 
image into a quadtree. Then, experimental results are provided and compared to oth-
ers methods and finally, we draw conclusions and propose directions for future re-
search. 

Edge Detection  

Edges research in a numeric image, is one of the most studied problem since the first 
works in numeric imaging. This is mainly due to the very intuitive nature of edge 
which appears naturally like the ideal visual clue in the largest cases. 

The approach we present here, is based on Canny’s edge detection[1] who pro-
posed an edge detector. The detector should satisfy three criteria: 

− The edge detector should respond only to edges, and should find all of them. No 
edge should be missed (Error rate). 

− The distance between the edge pixels found by the edge detector and the actual 
edge should be as small as possible (Localization). 

− The edge detector should not identify multiple edge pixels where only a single 
edge exists (Response). 
 

The maximisation of these criteria leads to the resolution of a differential system 
whose solution is a filter f which looks like the derivative of a Gaussian function: 

)²2²exp(²)()( σσ xxxf −−=  (1) 

As the Gaussian is separable, the convolution in two dimensions can be separated 
into two convolutions in one dimension. An approximation of this filter has been 
implemented using IIR filter by R. Deriche[5]. 

The first step in this edge detection consists in making a smoothing of the image to 
get out the noise which contaminates the image. That’s why a Gaussian filter is used, 
because it’s a good compromise between spatial localization and frequential localiza-
tion. So a two-dimensional Gaussain mask is created to be convolved with the image. 
The standard deviation of the Gaussian is a parameter set manually by the user. 

The second step consists in computing the magnitude at each pixel of the smoothed 
image. The derivative filter is a one-dimensional mask convolved with the image in 
the lines’ direction and in the columns’ direction. Two images are obtained. The mag-
nitude is computed by the combination of the X and the Y components of the gradient 
and we obtain an image of pixels magnitudes: 

)²,()²,(),( yxGyxGyxM YX +=  (2) 

The third step concerns the “nonmaximum suppression”. An edge is detected 
where the variation of grey-level is significant. The magnitude, which is the variation 
speed of the intensity for each pixel, will determine if a pixel will be selected or not to 
belong to the edge. 
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The magnitude of the pixel gradient must be higher than its neighbours’ one, to-
wards the orientation of the pixel. The pixel (x,y) is a local maximum if and only if:  

),(),( dd yxMyxM ≥  

),(),( ππ ++≥ dd yxMyxM  
(3) 

with ),( dd yx  and ),( ππ ++ dd yx  the neighbours of (x,y), in the gradient direction d.  

The magnitude is estimated from the gradients of the neighbouring pixels. It’s as-
sumed that the gradient is a linear function. Then the gradient can be approximated by 
a linear interpolation. 

In the final step, we apply an threshold method called “hysteresis”. It consists in 
computing a double threshold (a high and a low) and applying it to the image contain-
ing only the local maximum points. Every pixel whose grey-level is above the high 
threshold, is a starting-point and every pixel connected to this starting-point, whose 
grey-level is above the low threshold, belongs to the edge. 

This two thresholds a high threshold are automatically defined from the gradient 
modulus histogram distribution. The high threshold is set at 90% (respectively at 10% 
for the low) of pixels on the magnitude histogram. Experimental results have shown 
that if the high threshold is lowered and the low threshold increased, the filter will be 
more sensible to the grey-level variations. But it will be also more sensible to the 
noise. 

Quadtrees 

At this stage, we have an image of edges. We recall that our aim is to define locally a 
threshold for each region delimited by a closed contour. So, our first idea was to close 
the edges and to determine the corresponding areas enclosed by a closed edge. How-
ever, after some experimental tests, it appears to be very difficult to describe a tex-
tured area with a enclosed contour. For example, the edges detected in Fig 1 for the 
textured area do not mean anything in our case. So it is difficult to close such edges in 
order to describe a region. 

    

 

 
Fig. 1. Example of textured area. 

For this reason, we focus our attention to quadtrees methods. In a first time, the 
whole image is decomposed into four areas called quadrants or nodes. If one of this 
four quadrants contains information, (that’s to say edges) the quadrant is subdivided 
in its turn, into four quadrants, otherwise, the quadrant is not subdivided and it be-
comes a terminal node. While the criteria of presence of edges in a quadrants is vali-
date, the recursive decomposition is applied to this quadrant. Another criterion is 
applied in this decomposition, the size of the region must be greater than a threshold 
called ε to avoid to small regions containing only few pixels.  
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Fig. 2. Example of quadtree result for an edges image. 

This recursive decomposition is represented in a tree data structure. At the top level 
of the tree, level number 0, we found a quadrant which represents the whole edges 
image. At the level number 1, there is the four quadrants from the first decomposition 
and so on. At last, we have a tree with N levels.  

Once the decomposition is over, a threshold is computed for each terminal node. 
We start by the last level (level N in Fig 2) and we proceed all the terminal nodes 
defined at this level. For those one which contain edge pixels, the threshold is an 
average of the grey-levels corresponding to the grey-levels of the pixels from the 
smoothed image.  
    For the terminal nodes which do not contain any edges, the threshold is the average 
of the neighbours areas thresholds containing edges, and belonging to the same level. 
nth level (the same level). For the terminal node of the others levels (from the (n-1)th 
level down to the level number 0), the threshold is computed as follows : the thresh-
old of each area located in the ith level is computed by making the average of the 
neighbours’ terminal nodes thresholds, which belong to the previous levels (lower 
levels).This is done recursively until a threshold has been calculated for each terminal 
node. Fig. 2 illustrated our quadtree decomposition algorithm on a edge image.  
    Then the whole image is binarized following the local threshold defined locally on 
each node. If the grey-level of a pixel from the smoothed image is above the threshold 
of its corresponding area, the pixel belongs to the objects else to the background. 

Experimental Results 

First, we have compared our results with ones obtained with the best manual thresh-
old it is possible to find globally on the image. 

In the first histogram (see Fig.3.b), we see easily two areas (marked by circles), 
one corresponding to the background (the biggest one) and the other one to objects. 
But it seems to be difficult to find a global threshold to separate the image into two 
regions. We have set manually two thresholds (see Figs 5 and 6).  

To compare our approach with a global threshold we try to find manually the best 
threshold to separate the objects from the background. 
 

The whole image 

Level n°1 

Level n° N 

Level n° (n-1) 
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(a)    (b)    (c)   

Fig. 3. (a) Test image. (b) Grey-level histogram. (c) Image binarized with our method. 

 

 

  

Fig. 4.  (a) Test image. (b) Grey-level histogram. (c) Image binarized with our method. 

            

 
                          

Fig. 5. Binarized image with a threshold=128.    Fig. 6.  Binarized image with a threshold=192. 

With a threshold around 128, we loose some information. Less pixels belong to ob-
jects than in the result obtained with a threshold of 192. That’s why some information 
are in the background. Although, with the threshold around 192, more pixels are taken 
to make part of objects. But several pixels should rather belong to the noise.  

With the second image, we have also tested two thresholds. With a threshold 
around 60, the noise is not completely deleted. If we decrease the threshold, the noise 
disappears but some information disappear too (see Figs 7 and 8). To conclude it is 
difficult for this kind of image to find a global threshold which provides results simi-
lar to the results achieved with our approach. 

We have compared our method with three others methods. The first one is pro-
posed by Tabbone and Wendling[13]. It’s a multi-scale algorithm based on a statisti-
cal test of homogeneity which permits to decide whether a region belongs to the 
background or not. Stable regions in scale space are used as a model to automatically 
find a threshold from the intensity histogram. The second one is proposed by Trier 
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and Taxt[15]. The Laplacian’s polarity is used to label pixels as being objects or 
background. Only pixels having a high gradient modulus (called the activity threshold 
by Trier and Taxt) are considered and zero-marked regions are labelled as objects or 
background according to the 8-connected neighbours. 

 

           

 

                       

Fig. 7. Binarized image with a threshold=60.  Fig. 8. Binarized image with a threshold=35. 

The last method is proposed by Cheng and Chen[3]. It consists in making a fuzzy 
partition on a 2D histogram of the image. The partition criteria are based on the opti-
mization of the fuzzy entropy. 

To compare the performance of the different approaches, we use two quality crite-
ria proposed by Levine and Nazif[8]. This criteria are measures of goodness of the 
segmentation without knowledge on the underlying objects belonging to the image. 
These two criteria are: 

− A measure of contrast :  CI = (1/#Regions) ∑
∈IRj

| mRb - mRj | (4) 

Where I is the grey-level image, Rj is the jth segmented region, mRb is the mean of the 
region assumed as background after the binarization process and mRj is the mean of 
the connected components Rj. A large value of CI indicates a high inter-regions con-
trast. 

− A measure of homogeneity : HI = ∑ ∑
∈j Rjyx ),(

 (I(x,y) - mRj)². (5) 

A low value of the homogeneity means a high intra-regions uniformity. 

 

Fig. 9. Test image. 

Results presented in Fig. 11 show that the method presented in [13] has the best in-
tra-regions uniformity. However, our method presents a high inter-regions contrast 
because a threshold is adaptatively defined on each node of the quadtree.  
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(a) (b)

 

 (c)  (d)  

Fig. 10. (a) results with Tabbone and Wendling method[13]  (b) results with Trier and Taxt 
method[15]  (c) results with Cheng and Chen method[3]  (d) results with our method 

Fig. 11. Performances of the four methods tested on the images provided in Fig 10. 

Conclusion and Perspectives 

The proposed approach is original and provides good results on various kinds of im-
ages. The use of local and global information proposed here, provides better results 
than a single global or local threshold. The binarized symbols in the document are 
more precisely localised. Further investigations will extend the proposed method in 
two ways.  

The first idea consists in using an adaptative document-smoothing. Instead of ap-
plying a classical linear smoothing filter, we should apply a filter which adapts the 
smoothing process to the contrast, orientation, and spatial size of local image struc-
tures. 

The second idea concerns the quadtree approach. The threshold � we use to repre-
sent the minimum size of an area, could be replaced by statistical tests which would 
evaluate automatically the uniformity of the region area[6].  
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Abstract. Usually, in traditional text categorization systems based on Vector 
Space Model, there is no context information in a feature vector, which limited 
the performance of the system. To make use of more information, it is natural to 
select bi-gram feature in addition to unigram feature. However, the longer the 
feature is, the more important the feature selection algorithm is to get good 
balance in feature space This paper proposed two feature extraction methods 
which can get better feature balance for document categorization. Experiments 
show that our extended bi-gram feature improved system performance greatly. 

1  Introduction 

More and more textual documents are available in internet, which makes it more dif-
ficult to manage text data and to retrieve useful information from document contents. 
Text categorization is an important way to help resolve this problem, which is an 
increasingly important field and has been extensively studied.  

Many statistical classification methods and machine learning techniques have been 
applied to text categorization in recent years [1]. Most of current text categorization 
techniques are based on Vector Space Model, in which a document is converted to a 
high dimensional vector composing a Feature Vector Space. Usually, the components 
of the feature vector space are isolated words. These systems treat a document as a 
“Bag of Words” (BOW) instead of a “Sequence of Words”, and perform classifications 
based on some statistical weight of the features [2]. On some well-organized test cor-
pora, such as Reuters news corpus, several systems based on Vector Space Model work 
well with just very few features [1]. Koller shows that in a hierarchical setting, docu-
ments in Reuters corpus can be classified very accurately with just 10 words [6]. 
McCallum also shows that, using a Naïve Bayesian classifier, many of the main cate-
gories in the Reuters corpus can be classified accurately with less than 100 words [7]. 
However, it is not true for the database collected from web pages, since the documents 
are in more free style and have much bigger vocabulary set. Chakrabarti reports that, on 
a selected sample set from Yahoo, the system that works well on Reuters corpus get a 
poor precision of 32% [3]. Sahami made the same observation in his investigations [5]. 
In general, IR techniques that work well on standard text corpora often do not on the 
web information processing. 

In the Vector Space Model, the order of the feature dimensions is not important. The 
original context information between the words is lost while building feature vectors, 
                                                           
*  This paper is supported by Natural Science Foundation No.60272019 and No. 60321002 
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which break up the relationships between the words. Since the categorization task is a 
kind of semantic understanding work, the lack of context information may lead to 
damage for the system performance. Intuitively, using bi-grams, phrases, as well as 
n-grams or even sentences, which contain some context information, instead of single 
words, may improve the characteristic of the feature. But obviously, the long units are 
large in amount, and have many synonymies, which make worse statistical quality. In 
addition, the distribution of long units in the documents is badly imbalanced and sparse. 
Therefore, it is reasonable that long-term features could not make a good classification 
performance by themselves alone. 

In recent years, some researcher suggested that it could improve the classification 
accuracy by using word pairs or phrases in addition to the single word features. A. 
Aizawa selected appropriate Compound Words as features by the help of Brill Tagger 
and some predefined rules [4]. In Chade-Meng Tan’s experiments, selected unigrams 
are used as seeds to generate bi-gram features [9]. Their experiments show that prop-
erly selected phrases as unigram’s patches may outperform the simple unigram feature 
models, and the point is how to choose the good feature subset from the large amount of 
original feature space.  

Text categorization task is usually a multi-class classification problem and could be 
solved by dealing with several 2-class problems. Here, the training documents form a 
positive data set with target class, and the rest is the negative data set. Then there are 
two types of features, global feature and local feature [8]. Global feature, selected from 
the whole dataset, generates a universal feature space for all 2-class problems. More-
over, local feature is generated for each category respectively. It is believed that usually 
local feature is better than global feature. However, global feature takes every class into 
account, which makes the feature space more balanced, and somewhat more stable than 
local feature space. 

A major difficulty of feature selection is the high dimensionality of the feature 
space. The unique words that occur in document, which construct the native feature 
space, can be hundreds of thousands of terms even in a moderated-sized text corpus. 
When considering bi-grams or phrases, the number will be much larger. This is pro-
hibitively too high for many learning algorithms so that automatically reducing the 
native space without sacrificing categorization accuracy is required. 

This paper made a deep discussion on the weakness of traditional features. Then two 
kinds of features, CBF and PBF, are devised and tested to remedy the problems. Sec-
tion 2 describes the feature selection problem in text categorization, mainly on the 
weakness of IG selection. Section 3 presents two methods that extend the original 
bi-gram features to CBF and PBF features to re-balance the feature set. Section 4 gives 
out the experiments and the results. Section 6 summarizes the conclusions. 

2  Features 

In Vector Space Model, a document is treated as a Bag of Words [2], and the text 
categorization problem now can be solved by classifying the vectors in feature space 
made up of words. However, the quality of the features is one of the most important 
factors. The BOW model is based on the hypothesis that all the features are statistically 
independent, which is definitely not true in real world. All positional information is lost 
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in the BOW model if the feature space contains only the single words. In this means, 
bi-gram, which is made up of adjacent unigrams, might be better than unigram, for 
reserving context information. But there are several weakness for bi-gram. First, the 
dimensionality of the bi-gram feature is too large and very sparse. In mean time, many 
bi-gram items are frequently used in only a few articles, so the distribution is very 
imbalanced. Third, there are more synonyms and lastly, phrases tend to be more noisy 
because of the redundancy. For all these reasons, bi-grams must be properly selected 
before being used as a feature. 

Information Gain, infogain in short, is a statistical property that is used to measures 
the worth of an attribute for a classifier. Given the corpus, S containing examples from 
n classes, the infogain of S is: 

( )

( , ) ( ) ( ) ( )v
v Values A

Infogain S A Entropy S P v Entropy S
∈

= − ∑  (1) 

2
1

( ) ( ) log ( )
n

i i
i

Entropy S P c P c
=

= −∑  (2) 

where ( )P ⋅  should be the probability, whereas the proportion is used in stead of. As 

mentioned, we have converted the multi-classification task into several 2-class prob-
lems. Formula (1) can be rewritten as follows in detail: 

( ) ( ) [ ( | )] ( ) [ ( | )]IG w C P w f P c w P w f P c w+ += + +  (3) 

where ( )C Entropy S=  and 
2 2( ) log (1 ) log (1 )f x x x x x= + − − . C is a constant for the 

same corpus. The marks “+” and “-” refer to the positive and negative data, respec-
tively. ( )P w  is the proportion of the documents where word w occurs, while ( )P w  is 

for w not occurring, ( | )jP c w  is for the documents assigned to class cj in the documents 

with feature w, and ( | )jP c w  is for class cj that do not contain w. If the infogain of a 

feature is zero, the distribution of the feature is all the same in all the categories. That 
means the feature provides no helpful information for classification. 
In most cases, the data in positive set is from just one of the tens of categories, while the 
negative data is the combination of all the other categories. Therefore, ( )P c+

 is a very 

small value. Usually we have ( ) 0.1P c+ < . As our experiment result shows, the Term 

Frequency of most words is no more than 50 in almost 14000 documents, which leads 
to a very small P(w) . We define NumOf(w) as the number of documents that contain 
feature w, and NumOf( w ) for those without w. We have: 

( ) ( )NumOf w NumOf w<<  (4) 

Then we can get ( ) ( )P w P w<< . That means the second item in formula (3) is much 

smaller compared with the third. As a result, only the third item is considered in the 
following discussion.  

In practice, ( | )P c w+
 and ( | )P c w+

 could be calculated as follows:  

( )
( | )

( )

NumOf wc
P c w

NumOf w
+

+ = ,  ( )
( | )

( )

NumOf wc
P c w

NumOf w
+

+ =  (5) 
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where wc+
 indicates the documents that contain word w and belong to positive set and 

wc+
 without word w. Similarly, we use wc−

 and wc−  to indicate the document belong 

to negative sets with or without word w. In such 2-class model, the positive data is all 
documents about one topic, so it is easy to find common words and phrases. However, 
the negative class contains many topics, which makes it impossible to find common 
terms among most of the topics. While selecting features, we want to get features that 
can represent the topic of the category. Nevertheless, as shown later, it is very difficult 
to find a feature that can represent the topic of mixed negative set. When considering 
bi-gram feature with worse statistical properties than unigram, it might be more trou-
blesome to select useful bi-grams.  

First think about the features related to the topic of positive set, which should occur 

frequently in the positive set. Usually, ( )NumOf wc+  would be comparable with 
( )NumOf wc+ , which can be formulated as:  

( ) ( )NumOf wc NumOf wcα+ +=  (6) 

where the parameter α  is a positive and not far from 1. Then ( | )P c w+
 can be re-

written as: 
( )

( ) ( )
( )

( | )
( ) ( )

( ) ( ) ( )
( ) 0.1

( ) ( )

NumOf w
NumOf wc NumOf wc

NumOf w
P c w

NumOf w NumOf w

NumOf wc NumOf wc NumOf c
P c

NumOf All NumOf All

+ +

+

+ + +
+

+
=

+

+
< = = <

 
(7) 

Consequentially, the infogain of w is larger than w ’s. 
In contrast, in the case of the features that do not related to positive set, we have: 

( ) ( )NumOf wc NumOf wc+ +>>  (6’) 

Then we could get a bigger ( | )P c w+
, with similar considering as formula (7), and 

subsequently a smaller infogain. Usually, the feature with bigger infogain is selected 
firstly. That is why most of the selected features are related to positive dataset. Tan’s 
experiments also confirmed this [9]. In fact, it is reasonable that the selected features 
are imbalanced since the imbalance of the training data, specially, for bi-gram features. 
Our approach is to resolve is problem as described in the next section.  

3  Extended Bi-gram Features 

In this paper, two kinds of feature, CBF and PBF, are achieved by proposed algorithms 
to rebalance the feature set. 

3.1  Combined Bi-gram Feature 

We notice that the bi-gram feature selected above is related to the category topic too 
much. In other words, they are too “local” for the category. To fix this problem, we 
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must make the features more “global”. Suppose there are k categories, c1,…, ck in the 
corpus S. We can get k bi-gram feature sets, labeled ( 1,2,..., )iB i k= , which is extracted 

between ci and the other k-1 categories. As analyzed above, Bi is too much related to the 
category ci, while little to the other categories. Intuitively, if we combine all feature 
sets, except Bi, after filtering, to make a feature complement for ci, we can get more 
“global” features. The algorithm for selecting Combined Bi-gram Feature(CBF) is 
shown in the following: 

Step 1. For all ci (i=1,…k), extract bi-gram feature set Bi={(bij, igij)| igij = Infogain(S, bij) 
} between ci and all the other documents.  

Step 2. For all i t, combine all (bij, igij) pairs in Bi into a temporary set T. If bij has 
existed in T, just add igij to current infogain value. 

Step 3. All the bi-grams in T whose accumulative infogain are bigger than an infogain 
gate, ig_min, are selected as CBF feature of category ct. 

where ig_min is determined by experiments. 

3.2  Pairwise Bi-gram Feature 

Another important reason of the imbalance in bi-gram features is the difficulty to find 
common terms in the documents including different topics. Therefore, we can extract 
the bi-grams not between the target topic and the others, but between only two cate-

gories in a pairwise way. So we can get 1
( 1)

2
k k −  feature subsets. The last thing is 

how to combine these feature subsets to construct the final feature space. The algorithm 
for selecting Pairwise Bi-gram Feature(PBF) is as following, where ct is the target 
topic: 

Step 1. For all i t, build bi-gram feature Bit ={(bij, igij)| igij = Infogain(S, bij) } set 
between categories ci and ct. 

Step 2. For all i t, add all triples (bij, igij, nj) to a temporary set T, where (bij, igij) is 
from Bit and nj is the number of times that bi-gram bij has occured. If bij has 
existed in T, just add igij to current infogain value, and increase nj by 1. 

Step 3. Those bi-grams in T that make inequation (8) true are selected as the final PBF 
feature of category ct. 

)1(_1 >≥− αα gateig
t

ig t  (8) 

The parameter α  can be achieved by following simple iteration: 

Step 1. Initialize α  to a positive number a little bigger than 1. For example, set 
α =1.1. 

Step 2. Sort the triples in temporary set T according to value 1−t

t

ig α  in descending 

order. If all bi-grams with nj=k-1 is in front of the first position where the bi-gram with 
nj=k-3 occurs, output α  and stop the iteration. 
Step 3. Slightly increase α . For example, set α =α +0.1. Goto step 2. 
where the ig_gate is determined by experiment. 
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4  Experiments and Results 

In the experiments, the dataset Yahoo! Science hierarchy, called “Yahoo! Science” 
dataset, is used as [7, 9]. The corpus is originally contains 14,869 documents in 30 
top-level categories. We focus our attention on the 10 largest categories and all other 
documents are moved to make an "Others" category. The standard performance 
measures for Text Categorization are recall, precision and F1-measure. Recall is the 
percentage of total documents for the given topic that are correctly classified, while 
precision is the percentage of predicted documents for the given topic that are correctly 
classified [1]. F1-measure is a helpful measure for evaluating the effectiveness of 
classifiers, which is give by:  

2
1

Recall Precision
F

Recall Precision

× ×=
+

 (9) 

Experiments are carried out on each categoriy by simple unigram features, original 
selected bi-gram features, and our two types of extended bi-gram features: CBF and 
PBF, respectively. We get 8190 CBFs and 8252 PBFs on average of all categories. 
Table 1 lists some of the selected PBFs of Agriculture category. We can see that not 
only phrases about Agriculture are selected, but also phrases that have little relationship 
to Agriculture, e.g., “space+flight” and “nasa+gov”, which may represent the charac-
teristics of negative document set, are in the feature space. 

 

 

Fig. 1. The Recall-Precision curves of the experiments on Agriculture category 

Table 1. Top 20 PBF triples in temporary set T in descending order of value 1tig
t α −  in the 

experiment of Agriculture Category 

nj� Infogain� PBF feature� nj� Infogain� PBF feature�

9� 0.246064� natural+resource� 9� 0.078927� agricultural+research�
9� 0.244462� cooperative+extension� 8� 0.090603� educational+programs�
9� 0.202362� department+agriculture� 3� 0.182231� nasa+gov�
9� 0.171706� agriculture+natural� 8� 0.089125� remington+electronic�
9� 0.108873� sustainable+agriculture� 8� 0.089125� marti+Remington�
9� 0.108034� animal+science� 8� 0.080219� department+animal�
8� 0.128333� university+nebraska� 8� 0.076953� research+extension�
9� 0.09885� college+agriculture� 8� 0.074426� field+crops�
8� 0.122425� electronic+publications� 8� 0.073025� extension+service�
8� 0.118107� nebraska+lincoln� 4� 0.1313� space+flight�
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Table 2. The maximum F1-measure scores in all categories using four kind of features 

Category Unigram Bi-gram CBF Feature PBF Feature 
Agriculture 0.4364 0.5302 0.5726 0.6173 
Astronomy 0.6926 0.7550 0.7796 0.7820 
Biology 0.5396 0.6034 0.6202 0.6279 
Computer Science 0.4814 0.5946 0.6120 0.6506 
Earth Sciences 0.6440 0.6976 0.7172 0.7165 
Engineering 0.6958 0.7186 0.7330 0.7335 
Mathematics 0.4990 0.6064 0.6250 0.6565 
Physics 0.5264 0.6072 0.6480 0.6641 
Space 0.6212 0.6416 0.6446 0.6657 
Zoology 0.8326 0.8356 0.8654 0.8612 
on average 0.5989 0.6609 0.6817 0.6975 

 
Fig. 1. shows the Recall-Precision curves of the classification results for Agriculture. 

The classification result using PBF is absolutely better than the others. Table 2 lists all 
the experiment results. It also proves that in most cases, PBF feature gets the best result. 
This is reasonable because the PBF features are extracted between every two topics, 
which makes the selected features more precisely related with category topic. On 
average, the F1-measure scores using our extended feature sets improve by 13.8% and 
16.5% over the baseline score of the unigram feature sets, and our results are higher 
than simple bi-gram features by 3.15% and 5.54%. 

5  Conclusion 

This paper presents two methods to extract more balanced bi-gram features, CBF and 
PBF, for overcoming the imbalance in training data sets. Experimental results show 
that the approaches using our extended bi-gram features outperform those using tradi-
tional unigram features and simple bi-gram features on the database collected from web 
pages. In future, more detailed experiments should be done to check whether these 
feature could be used in common data bases. 
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Abstract. In this paper we tackle the specific problem of old documents recov-
ery. Spots, print through, underlines and others ageing features are undesirable 
not only because they harm the visual appearance of the document, but also be-
cause they affect future Optical Character Recognition (OCR). This paper pro-
poses a new method integrating fuzzy clustering of color properties of original 
images and mathematical morphology. We will show that this technique leads 
to higher quality of the recovered images and, at the same time, it delivers 
cleaned binary text for OCR applications. The proposed method was applied to 
books of XIX Century, which were cleaned in a very effective way. 

1   Introduction 

The universal availability and the on-demand supply of digital duplicates of large 
mounts of written text are two inevitable paths of the future. To achieve this goal 
books have to be first digitalized. Due to the rarity of most of them this operation 
should be carried out only once, so we obtain high resolution color images. These 
large dimension images will be the future source data. The first natural possibility of 
the libraries is to make available in the Internet reduced versions of these images. 
However, not only the size is a problem, but also the visual appearance of the books 
can be of poor quality due to the aging process. Spots due to humidity, marks result-
ing from the ink that goes through the paper, rubber stamps, strokes of pen and under-
lines are features that, in general, are not desirable. By the other hand, it is an ultimate 
goal of the libraries to obtain ASCII versions of the books, what means to perform 
optical character recognition (OCR). However, if this is a well-established process for 
images of texts written with modern fonts and on clean paper, it is still a challenging 
problem for degraded old documents. Thus, all the contributions to improve quality 
of the images are important to the success of this process.  

In this paper we address the problem of documents image enhancement. In gen-
eral, an old book contains a short number of colors, typically only two: one for the 
ink and another for the background, the paper color. However, with the ageing proc-
ess colors change, the ink becomes clearer and the background yellowed, and other 
colors emerge, some due to natural causes, like humidity or print through, and other 
by human actions, such as pencil handwritten notes, rubber stamps or underlines. 
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This is illustrated in Fig. 1. This suggests that images can be segmented by colors 
using clustering algorithms, like fuzzy clustering [1-3]. On the other hand, from the 
geometric point of view, characters are quite distinct from the other elements present 
in a page. This fact can be exploited through a mathematical morphology approach 
[4, 5]. 

This paper proposes a combination of fuzzy clustering of original color images fol-
lowed by a mathematical morphology step for removing residual geometrical arti-
facts. Applying our method we achieve two goals: an improved document appearance 
and a high quality binary image for further application of OCR, using for example the 
Fine-Reader Engine [6]. 

This paper is organized as follows. Section 2 describes the fuzzy clustering tech-
niques used in this paper, and their application to document segmentation. Section 3 
describes the application of mathematical morphology to the same problem. The 
proposed recovering algorithm is presented in Section 4, where the obtained results 
are described and discussed. Finally, Section 5 presents the conclusions and possible 
future work. 

 

  
(a) natural ageing processes (b) human manipulation 

Fig. 1. Example of a printed page with common problems 

2   Fuzzy Clustering 

Fuzzy clustering (FC) in the Cartesian product space is applied to partition the data 
into subsets. Cluster analysis classifies objects according to similarities amongst 
them. In image analysis, clustering finds relationships between the system properties 
(colors in this paper).  

Let {x1, ..., xN} be a set of N data objects where n
kx ∈� . The set of data objects 

can then be represented as a N×n data matrix X. The fuzzy clustering algorithms de-

termine a fuzzy partition of X into C  clusters. Let [ ] [ ]0,1
N C

ikU μ ×= ∈  denote a 

fuzzy partition matrix of X. Often, the cluster prototypes are points in the cluster 

space, i.e. n
iv ∈� . The elements [ ]0,1

N C

ikμ ×∈  of U represent the membership of 

data object xk in cluster i. Let V be a vector of cluster prototypes (centers) to be de-

termined, defined by [ ]1 2, , , CV v v v= … .  
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Many clustering algorithms are available for solving for U and V iteratively. The 
fuzzy c-means is quite well known and revealed to present good results [1]. This 
algorithm does not determine directly the optimal number of clusters. This paper uses 
simple heuristics to determine the correct number of clusters, in order to reduce the 
number of colors classifying the different samples of text images. The fuzzy c-means 
algorithm searches for an optimal fuzzy partition U and for the prototype matrix of 
cluster means V. In other words, 

( ) ( ), ,clusteringX C U V⎯⎯⎯⎯→                                       (1) 

The optimization minimizes the following objective function,  

( ) ( ) 2

1 1

, ,
C N

ik ik
i k

J X U V d
αμ

= =

= ∑∑                                    (2) 

where α is a weighting parameter. The function dik is the distance of a data point xk to 

the cluster prototype kv : ( ) ( )2 T

ik k i k id x v x v= − − . The fuzzy c-means algorithm 

can be described as follows.  
Given the data X, choose the number of clusters 1 K N< < , the fuzziness pa-

rameter m > 1 and the termination criterion ε > 0. Initialize U(0) (e.g. random). 

Repeat for 1,2,l = …  

Step 1: Compute cluster means: 

( ) ( )
( )

1

1

1

1

,    1

mN l
ik kl k

i mN l
ikk

x
v i K

μ

μ

−
=

−
=

= ≤ ≤∑
∑

                             (3) 

Step 2: Compute distances for 1 i K≤ ≤  1 k N≤ ≤ . 

( )( ) ( )( )2
T

l l
ik k i k id x v x v= − −                                       (4) 

Step 3: Update partition matrix for 1 i K≤ ≤  1 k N≤ ≤ . 

( )

( ) ( )2 1

1

1l
ik mK

ik jkj
d d

μ −

=

=
∑

                                      (5) 

until ( ) ( )1l lU U ε−− < . 

3   Mathematical Morphology 

In the present context, Mathematical Morphology (MM) is applied to remove hand-
written underlines before the OCR phase and is based on a previous study [7]. Two 
main steps constitute this phase: the first one consists of reinforcing the text set 
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whose segmentation sometimes produces irregular and broken characters, while in the 
second one the underlines are suppressed.  

Step 1: Text characters reinforcement 

This objective is achieved by firstly applying a closing (ϕ) with the structuring ele-
ment B1 of size λ to the initial binary image X, resulting from the fuzzy clustering 
phase, in order to reinforce the characters: 

)(1
1 XY Bλϕ=                                                      (6) 

The filtering of unwanted structures of smaller dimension than text characters (de-
fined by the dimension of the structuring element B2) is also a necessary operation to 
carry out, and is obtained by an erosion (ε) – reconstruction (R) sequence. The result 
is given by set Y2: 

)]([ 12
2

1
YRY B

Y
λε=                                                   (7) 

Step 2: Handwritten underlines removal 

The handwritten underlines are marked by applying directional openings γλl(Y2) with a 
segment l as structuring element in the horizontal direction (0 degrees). Only horizon-
tal or sub-horizontal structures can resist, totally or partially, to this transform [8]. 
The partial directional reconstruction (DR) of the remaining regions permits to re-
cover the underlines: the geodesic dilation uses a directional structuring element and 
is applied till the idempotence is reached. The set difference with the image Y2 per-
mits to filter out the handwritten underlines. This sequence is summed up in the fol-
lowing equation: 

)]([/ 2
)º(

23 2
YDRYY ol

Y
λγ=                                       (8) 

In order to recover the regions of the characters suppressed by the elimination of 
the handwritten underlines (in these regions there exists a superimposition between 
letters and underlines), a dilation δλl in the vertical direction is applied. It gives the 
possibility of recuperating partially these common regions without reconstructing 
again the handwritten structures: 

)( 3
)º90(

4 YY lλδ=                                                (9) 

The resulting set constitutes now the binary image to be introduced in the OCR 
system. 

4   Results 

Integrating both methods we can take advantage of the most positive aspects of both 
approaches. The integration method uses the binarization of the output image of the 
FC step as the input image of the MM, as it can be seen in Fig. 2. In this way, the 
input image of the MM is the result of a very efficient segmentation process. The 
result of this MM step is a high quality cleaned binary image that can also be used for 
OCR applications [9]. 
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Fig. 2. Fluxogram of the proposed recovering algorithm 
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In order to test the proposed technique, fuzzy clustering (FC) allied to mathemati-
cal morphology (MM), several experiments were conducted. The performance of 
each step was tuned and evaluated by visually inspecting the preprocessed word im-
ages.  

With the FC approach, three clusters have been used, because three distinct regions 
can be easily identified with the human eye: the background, the characters and the 
image defects, such as underlines, humidity spots, see-through letters, etc. The seg-
mentation results obtained with the FC are presented in Fig. 3. 

 

 
(a) 

 
(b) 
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(d) 

Fig. 3. Segmentation results: (a) text cluster, (b) background cluster, (c) cluster with undesired 
color artifacts and (d) gray scale representing membership to cluster i 

Each cluster is classified through the analysis of the average and variance of every 
pixel that belong to more than 85% to that cluster. The characters (represented by the 
darker cluster) and the background (represented by the lighter cluster) can be easily 
identified by the cluster’s average. With the background’s variance, an artificial 
background was reproduced using a Gaussian distribution with the known parame-
ters. To achieve this purpose we suggest a solution based on the fact that histograms 
corresponding to the RGB components of a homogeneous region approximately fol-
low a Gaussian distribution with standard deviation smaller then 10 [10]. Results 
confirm the correctness of this approach (see Fig. 2 and Fig. 4). Note that if we wish 
to keep some other image features like handwritten notes we only need to keep a 
higher number of resulting clusters. 

An overall inspection of the images obtained by the FC step (Fig. 4(a)) and the 
MM step (Fig. 4(b)) permits to conclude that both methods are very satisfactory in 
removing features, since all of the undesired color/structured image defects are re-
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moved. The FC step produces normally clean background images with a good visual 
aspect. However, in some situations, there exists an over-filtering by suppressing 
some pixels of some words. Not only the MM step helps to remove undesired resid-
ual structural elements but also corrects some of these “damages” introduced in the 
characters by the FC. Comparing all four images in Fig. 4. it can be seen that the 
integration algorithm takes advantage of the most positive aspects of both methods. 
 
 

  
(a) text image after FC step (b) text image after MM step 

  
(c) original color image (d) recovered color image 

Fig. 4. Images from different steps of the algorithm 

5   Conclusions 

Recovering the visual appearance of degraded old documents is an important issue 
because it is a real concern of the Libraries to make them available by digital means, 
particularly through Internet access. Simultaneously, clean documents are an impor-
tant contribution to a higher OCR performance when applied to old documents, a 
problem now being tackled by several methods but still facing great challenges.  

We proposed a novel solution based on the combination of fuzzy clustering of the 
original images and a mathematical morphology step for removing residual geometri-
cal artifacts. From the obtained results, we can conclude that this approach achieves 
very good outcomes. In addition, a high quality binary image is produced. These 
images can afterwards be used as inputs to OCR algorithms contributing to better 
performances. We emphasize that this method leads in several occasions to better 
quality binary images than FineReader and its only drawback is to be slightly more 
time consuming.  

As future work, some improvements can still be done in order to make this soft-
ware available to the librarians, which is the ultimate goal of this project.  In particu-
lar, some manually parameterization should be automated. Finally, the proposed algo-
rithm will be extended to multicolored pages and characters. 
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Abstract. Clustering is a technique extensively employed for the anal-
ysis, classification and annotation of DNA microarrays. In particular
clustering based upon the classical combinatorial curvature is widely ap-
plied. We introduce a new clustering method for vertex-weighted net-
works, method which is based upon a generalization of the combinato-
rial curvature. The new measure is of a geometric nature and represents
the metric curvature of the network, perceived as a finite metric space.
The metric in question is natural one, being induced by the weights.
We apply our method to publicly available yeast and human lymphoma
data. We believe this method provides a much more delicate, gradu-
ate method of clustering then the other methods which do not under-
take to ascertain all the relevant data. We compare our results with
other works. Our implementation is based upon Trixy (as available at
http://tagc.univ-mrs.fr/bioinformatics/trixy.html), with some
appropriate modifications to befit the new method.

Background

Clustering number techniques are extensively employed in the analysis of gene
clustering (see [RH] ) and in various applications in biomathematics and chem-
istry (see [WF] ). Of particular importance is the clustering number, also known
as the core clustering coefficient or the combinatorial curvature, which is defined
as follows:

Definition 1. Let G = (V,E) be a graph, and let v ∈ V . The combinatorial
curvature of the vertex v is defined as:

Curv(v) =
|Δ(v)|

ρ(v) · (ρ(v)− 1)/2
(1)

where |Δ(v)| represents the number of triangles with apex at v, and ρ(v) is the
degree of the vertex v.

Remark 1. Since |Δ(v)| ≤ ρ(v) · (ρ(v)−1)/2, and Curv(v) ∈ (0, 1], for all n ≥ 2,
Curv(v) is not defined if ρ(v) = 1, i.e. if v is a boundary vertex.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 405–412, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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But, however simple and intuitive this invariant may be, it fails to take into
account the weights of the respective vertices. However, in many practical im-
plementations weights are extremely important (even crucial), such as molecular
weight and, more recently taken into consideration, lengths of genes (see [DM]);
electric charge; valence of chemical connection; etc.

While representing a generalization of the classical combinatorial curvature,
the new curvature we introduce takes into account the weights of any vertex
v and its adjacent vertices. This is achieved by introducing a natural metric
on the vertex-weighted graph, thus rendering G as a discrete metric space, and
computing its (metric) curvature. Thus we give the combinatorial curvature a
geometric extension, which allows for a better estimate of local structure and
structural proprieties of the graph, since it takes weights into account. Moreover,
this provides us with a more sensitive tool, since distances and curvatures take
values within a much wider range of real numbers – as opposed to the few rational
values taken by the combinatorial curvature.

Preliminaries

The Metric

We begin by defining the metric on the graph G = (V,E), induced by the weights
μi associated to the respective vertices vi ∈ V :

Definition 2. Let G = (V,E, μ) be a vertex-weighted graph.
Define the metric d by:

d(v, w) =

⎧⎨⎩
|μ(v)|+|μ(w)|
|μ(v)μ(w)| v �= w , μ(v), μ(w) �= 0;

1 v �= w , μ(v) = 0 or μ(w) = 0;
0 v = w .

(2)

It is straightforward that d satisfies the requirements of a metric on G. (See [Bl].)

Remark 2. In our informational context is natural to choose natural (i.e. posi-
tive, integer) weights, representing the gene lengths, or the atomic (molecular)
mass, etc. As such, in this study we restrict ourselves to weights μ ∈ N.

Remark 3. If μ(v) = 0, then we are reduced to the combinatorial case, thus it is
natural to define d(v, w) = 1, for all w ∼ v, which represents the usual distance
between adjacent vertices for combinatorial graphs.

We begin by taking note of some immediate proprieties of d (remember that
μ(v) ∈ N, for all v ∈ G):

1. d(u, v) ∈ [0, 2] ; for all u, v ∈ G.
2. d(u,v) = 2 iff μ(u) = μ(v) = 1.
3. If both weights μ(vi), μ(vj) associated to the vertices of the edge e = (vi, vj)

are very large, then d(vi, vj) approaches 0. (This fits the intuitive fact that
“heavy” nodes are “more important”.) If, however, only one is large in com-
parison to the other, e.g. μi = μ(vi) then d(vi, vj) tends to 1/μi.
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Fig. 1. Distances in a Vertex-Weighted Graph – An example of a vertex weighted graph
and the induced distances.

Example 1. Consider the vertex-weighted graph G depicted in Figure 1. Then,
to wit, μ(v3) = 1, μ(v10) = 1, thus by Formula ( 2) we have d(v3, v10) = 2. Also
d(v2, v3) = 4/3, d(v1, v2) = 5/6, d(v13, v14) = 5/12.

Metric Curvature

The main geometric invariant of a space one wants to investigate is its curvature.
While classical in the context of smooth surfaces in R3, the all-important Gauss
curvature is not natural for discrete metric spaces, as we do have to consider.
However, there is a way to adapt the Gauss curvature to discrete metric spaces,
which we present below.
We first introduce the classical version of the curvature formula that we want to
employ:

Definition 3. Let (M,d) be a metric space and let c : I = [0, 1] ∼→ M be a
homeomorphism, and let p, q, r ∈ c(I), q, r �= p. Denote by q̂r the arc of c(I)
between q and r, and by qr segment from q to r.

Then c has Haantjes Curvature κH(p) at the point p iff:

κ2
H(p) = 24 lim

q,r→p

l(q̂r)− d(q, r)(
l(q̂r)

)3 ;

where “l(q̂r)” denotes the length (given by the intrinsic metric induced by d) of
q̂r.

Remark 4. (1) While defined for all rectifiable curves in any metric space, the
Haantjes curvature is defined in fact in a natural, geometric way. Indeed, for
the case of smooth curves in the plane (c ∈ C(I,R2)), the Haantjes curvature
coincides with the standard curvature of plane curves. (For a short reminder on
curvature and the proof of this fact, see [Bl], [BM].)

(2) The 24 factor in the definition above comes from a forth order
element in the Taylor-MacLaurin approximation of the curvature.
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Adapting this definition to the case of the vertex weighted graphs such that
it will represent – as intended – a generalization of combinatorial curvature, i.e.
restricting ourselves exclusively to triangles with apex at v, yields the following
definition:

Definition 4. Let G = (V,E, μ) be as before, let d be the metric on G defined
above, and let v ∈ V . Let π = v1vv2 be a path with v as an internal vertex. We
define the curvature of π at vertex v as being:

κ′H,π(�v1vv2)(v) =

⎧⎨⎩
√

24 |d(v1,v)+d(v,v2)−d(v1,v2)|(
d(v1,v)+d(v,v2)

)3 e = (v1, v2) ∈ E;

0 e = (v1, v2) /∈ E.
(3)

Then the modified Haantjes curvature κ′H(v) of G at v is defined to be the
arithmetic mean off the curvatures of all the triangles with apex v:

κ′H(p) =

∑
�v1vv2

κ′H(�v1vv2)
ρ(v)(ρ(v) − 1)/2

(4)

Suppose Δ is a triangle with vertices i, j, k having weights n,m,m respec-
tively. Direct calculation of the triangle curvature at vertex j gives

κ′H,Δ(j) =

√
48m2(np)3

(mn +mp+ 2np)3
(5)

v
v

v

v

v1
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5

6

7

v

v

v

Fig. 2. Haantjes Curvature: Triangles with apex at v and the definition of the modified
Haantjes Curvature κ′

H(v) of G at v.

Remark 5. (1)In this variation of the definition the curvature at v is computed
as the mean of the curvatures off all the triangles with apex at v, so in a sense
the curvature at each point depends on the curvatures at the points in vi ∼ v.
(2) Notice that if we put zero weight at all vertices of the graph then we have
constant curvature =

√
3 at all vertices.
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Experimental Results

We have implemented the curvature based clustering suggested herein and the re-
sults obtained are the subject of this section. Implementation was done by mod-
ifying the open source code Trixy available from http://tagc.univ-mrs.fr/
bioinformatics/trixy.html. Modifications where mainly computational so
that the computed curvature would be the metric curvature suggested herein, as
well as the original computed (combinatorial curvature) as suggested in [RH].
Since inherently from its definition the combinatorial curvature is bounded by
1 we normalized the metric computed curvature in an adaptive fashion with
respect to the maximal curvature obtained through the computation.

Clustering was done according to a curvature threshold Tcur. Experiments
where done on the yeast gene microarrays data available from the website
http://rana.lbl.gov/EisenData.htm. Building the graphs out of the core
data was done according to the method suggested in [RH] using the corre-
lation thresholds employed in the cited work. We do not address this part of the
machinery nor did we change this part of Trixy.

The weights that are assigned to the vertices should express data that is
relevant for the analysis and clustering that we wish to achieve. The data we
used here is based on gene length and was extracted from [DM], where gene
length was shown to be significant for various functional aspects. The weights
where put to the accurate proximity of order yet not necessarily precise to the
last digit (e.g. 10,000 instead of say 10,083). Particular emphasize was given to
the variance of weights so that it will vary between 100 and 10,000 as in [DM]
this variation is claimed to be of extreme importance.

The following two figures show the results of the clustering as processed on
a part of the yeast gene expression graph shown in Figure 3.

In Figure 4(a), (b) two clustering methods are shown where curvature thresh-
old was set to 0.6, and in Figure 5(a), (b) the same methods where applied
with curvature threshold 0.7. In both cases the correlation threshold was set as:
Tcor = 0.85.

Fig. 3. Part of the Yeast Gene Expression Graph: Part of the yeast gene expression
graph with correlation threshold Tcor = 0.85, as it appears in a snapshot of the main
window of the augumented Trixy. Both clustering methods depicted in the following
two figures were processed upon this graph.
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(a) (b)

Fig. 4. Combinatorial (a) and Metric Curvature (b) based Clusterings: The results of
the clustering as processed on a part of the yeast gene expression, for Tcur = 0.6 and
correlation threshold Tcor = 0.85.

(a) (b)

Fig. 5. Combinatorial (a) and Metric Curvature (b) based Clusterings: The results of
the clustering as processed on a part of the yeast gene expression, for Tcur = 0.7 and
correlation threshold Tcor = 0.85.

As can be seen in both cases, metric curvature is more sensitive to minute
changes, therefore it preserves more clusters than the combinatorial one.

Discussion and Conclusions

In light of the results above, recall Equation 5, where the curvature at a given
vertex of a triangle with given weights at its vertices was calculated. In the follow-
ing table we give a sketchy analysis for the various possibilities for this weights
distribution and their resulting curvatures. This analysis sheds yet additional
light on the obtained clustering results.

This results can be partially inferred from the following facts as well as from
the table above.

1. Recall that for un-weighted graphs or for graph that are uniformly weighted
the metric curvature exactly depicts the combinatorial curvature suggested
in [RH]. The results obtained by using metric curvature suggest that yet
the graph is further weighted in a meaningful manner, and the curvature
measure takes these weights into account the achieved clustering performs
better.

2. From the definition of Haantjes curvature we see that the spectrum of pos-
sible results is practically a continuum, contrarily to the combinatorial cur-
vature for which only rational number can be realized as valid curvature.
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Table 1. Analysis of weights distribution and the resulting curvatures

m, n, p κH

m ∼ n ∼ p κH ∼ O(m)

m << n ∼ p κH ∼ O(1)

p << n ∼ m κH ∼ O
(√

1
m

)
n << m << p κH ∼ O(1)

n << p << m κH ∼ O
(√

1
m

)
p << n << m κH ∼ O

(√
1
m

)

Future Research

As noted, both the original combinatorial curvature and the metric curvature
as defined in the present work, are defined by considering triangles in graphs.
However, as noted in [ESBB], triangles are sparse in generic graphs. Therefore, a
more realistic and pliable metric curvature would be able to take into considera-
tion general cycles in graphs, not only triangles. Such a method was devised by
the authors in [SA]. Further experiments with this generalized metric Haantjes
curvature are planned.

In addition further experiments on larger data sets and their subsequent
statistical analysis are currently in process.
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Abstract. We present an algorithm to extract a medial representation
of proteins in volume images. The representation (MGR) takes into ac-
count the internal grey-level distribution of the protein and can be ex-
tracted without first segmenting the image into object and background.
We show how MGR can facilitate the analysis of the structure of the
proteins and thereby also classification. Results are shown on two types
of protein images.

1 Introduction

Three-dimensional shape analysis is not an easy task. In many situations it is
useful to analyze a simplified representation of the object, such as a skeleton
instead of the original object. See for example [1–3]. A suitable representation
can not only provide a more compact way to represent the object, which is of
interest as volume images contain a large amount of data, but also bring out
important features which are hardly noticeable in the original object. This is
especially the case when the internal grey-level distribution of the object is of
importance and is used for extracting a representation, [4–6].

To study the structure of proteins is central in molecular biology. The struc-
ture is often the key to understanding how flexible a protein is and how it can
interact or bind to other proteins or substances, see, for example [7, 8]. However,
imaging of a protein or a protein complex is a difficult task. Atomic resolution
(angstrom scale) can be achieved through X-ray crystallography or nuclear mag-
netic resonance (NMR). Both have the drawbacks of being very time consuming
and restricted to what type of proteins that can be imaged. Other faster and/or
less restrictive methods are therefore of interest even if atomic resolution is not
achieved. Using electron microscopy, two types of volume density images of pro-
tein structures can be acquired. Almost atomic level is possible to achieve by
� Performed the work while at Centre for Image Analysis, Uppsala, Sweden
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making a 3D reconstruction based on averaging from thousands of proteins of the
same kind. Images in this resolution range have been used for structure analysis,
e.g., in [6, 9, 10]. The individual particle imaging method called SidecTM Elec-
tron Tomography (SET), allows imaging at a resolution of approximately 2nm,
which is enough to reveal the main structural features of many proteins. This
method also has the great benefits of allowing the study of proteins in solution
or in tissue, as well as being fast in comparison with the other methods.

In this paper, a medial representation based on the internal grey-level dis-
tribution of an object is presented. The representation is a development of the
method described in [4], adapted to the application of studying protein structure
at the nm scale. The internal density distribution of a protein is of importance
for its function and should, hence, be taken into account in a representation.
Using the internal grey-level distribution also makes the representation indepen-
dent of the initial segmentation provided that the object is connected. This is
favorable as the objects at the resolution in consideration are very small and
slight changes on the surface of the object, due to the choice of binarization
method, can alter a representation based solely on outer shape significantly.

The representation scheme serves as a complement to the method described
in [5]. There, a decomposition algorithm developed for the same type of images
was presented, by which each protein is decomposed into simpler parts. In fur-
ther analysis, it is of interest to follow the main structure connecting the different
parts of the protein. Hence, a medial representation is of interest. The proposed
representation can roughly be described as the maximum intensity path connect-
ing center points of different parts of an object. The center points are identified
as stable local maxima in the same manner as in the decomposition method
presented in [5]. This compact representation facilitates comparison of different
proteins as well as structural differences between proteins of the same kind. It
gives information of how different subparts are connected and how the maxi-
mum internal density changes along a connection between two parts, revealing
how tightly attached they are. As the representation is based on the internal
density distribution, it gives information about cavities and tunnels unlikely to
be detected by studying the shape of the binarized object.

2 Image Data

The representation scheme has been applied to two types of volume images: noise
free density images constructed from a protein’s atom positions deposited in the
protein data bank (PDB) [11]; and SET images of proteins in solution. From a
PDB entry, a volume image, where the grey-levels depict density, can be gener-
ated by placing a gauss kernel at each atom position and multiply by the mass of
that atom [12]. The total density, or grey-level, in a voxel is then calculated by
adding the contributions from gauss kernels of atoms in the vicinity of the voxel.
This results in an image with floating point values, which is linearly stretched
and rounded off to an 8-bit integer image. In our density reconstructions, we
have used a σ of 1 leading to a resolution of 2nm, which is the approximate
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Fig. 1. Left: A volume rendering of the density reconstruction of an antibody, PDB ID
1igt. Middle: A cross section of a SET volume with an antibody almost in the middle.
Right: A volume rendering of the antibody shown in the SET image.

resolution achieved with SET. To the left in Fig. 1, a volume rendered density
reconstruction of an antibody (PDB ID 1igt) is shown.

The SET images are generated as follows. In the electron microscope, 2D
projections of the flash frozen sample – in our case a solution containing the anti-
bodies IgG [13] – are collected at several tilt-angles. These projections are then
used to reconstruct the 3D sample by filtered back projection and a refinement
method denoted Constrained Maximum Entropy Tomography, COMET [14].
The resulting SET volumes contain floating point data. They were converted to
8-bit integer data by linearly stretching all relevant values after a logarithmic
transformation. A cross section of a SET image is shown in the middle of Fig. 1.
The cutting plane was chosen to cut through an antibody, seen almost in the
middle of the image. A volume rendering of the same antibody, extracted from
the larger reconstruction volume, is shown to the right in Fig. 1. As can be
seen in the middle of Fig. 1, a reconstruction volume contains lots of objects
that are not true proteins. The SET proteins used for evaluating this method
were cut from the reconstruction volumes after having been visually judged by
an expert as being objects of interest. The SET images contain noise and they
were therefore preprocessed by applying a Gauss filter with σ=2, which removes
irrelevant local maxima.

3 Medial Representation
Based on Internal Grey-Level Distribution

The proposed representation will in the following be denoted MGR for Medial
Grey-level based Representation.

We consider grey-level images with grey-levels g0 to gn. A region R with
grey-level gk is a maximal connected set of voxels having grey-level gk. A cavity
is a region R, whose adjacent regions have grey-levels greater than gk. The
background consists of all regions with grey-level g0 together with all cavities.
The object is the union of all regions with grey-level gk, k = 1, . . . , n. We choose
26-connectedness for the object (protein) and, hence, 6-connectedness for the
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background. The object has a tunnel if there exists a background path passing
through it.

To identify MGR, iterative thinning of the object is performed starting from
voxels with grey-level g1. The algorithm is a topology preserving algorithm as
only simple voxels, [15], are considered for removal. This is important as MGR
needs to be topologically equivalent to the object it represents in order to be a
useful representation.

Within each grey-level gk, distance information is used to guide thinning as
it simplifies the identification of the current border of the object, in which voxels
are considered for removal. For a region R with grey-level gk the use of distance
information will allow, if R is to be completely removed due to the existence of
a neighboring region with higher intensity, thinning to continue towards higher
grey-levels more internal in the object or, if R corresponds to a plateau, to center
MGR in R.

For each iteration, removal is done in two scans: 1) border voxels that are
not local maxima are marked for removal if they are simple; 2) marked voxels
are sequentially removed if still simple. The result after this process is a me-
dial structure consisting of a set of not necessarily one-voxel thick curves. This
thinning process is repeated until no further changes occur resulting in MGR, a
one-voxel thick curve structure.

As a post processing, we remove all cavities and tunnels which can be con-
sidered as spurious protrusions. A protruding cavity/tunnel is a cavity/tunnel
which is connected to the main curve, i.e., the curve connecting local maxima,
with only one branch. For the examples shown in this paper no such spurious
protrusions occurred.

The resulting MGR reflects the topology of the initial object. Hence, if the
object has a cavity, it will give rise to a cavity also in MGR. Moreover, if the
initial object contains a tunnel, it will result in a loop in MGR. An illustration
of this is shown for the 2D case in Fig. 2. There, a synthetic image resembling
a slice of a protein (PDB ID 1d2t) is shown, left, and its grey-level landscape,
right. The height in position (xi, yi) is equal to the grey-level for pixel (xi, yi).
Three local maxima (red in the electronic version of the paper) were detected
and connected through the ridges (blue) in the landscape. A local minimum is
seen in the center (the pit in the landscape). This gives rise to a loop in MGR.
Depending on the 3D structure of the protein, this will correspond to a tunnel
or a cavity in the 3D image. For the protein PDB ID 1d2t, it corresponds to a
cavity, as will be clear in the following Section.

4 Results

In Fig. 3 and the first row of Fig. 4, MGR for volumes constructed from PDB
are shown. Some of the protein IDs are marked with a star and have an addi-
tional number. This is to point out that the protein is the assumed biologically
functioning structure consisting of a number of entities of the protein. See for
example the two last rows of Fig. 3 with the protein PDB ID 1eo8 and its as-
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Fig. 2. Left: A synthetic 2D grey-level image. Right: Grey-level landscape. MGR and
local maxima are overlayed (blue and red, respectively, in the electronic version of the
paper).

sumed biological structure consisting of three 1eo8 units. In the last three rows
of Fig. 4, MGR for IgG proteins imaged with SET is shown. Each row in Fig. 3
and 4 contains information regarding one protein object. In the first column,
an identification (ID used in PDB or a numbering for the SET IgG proteins) is
found. The proteins are visualized using volume rendering in column two. The
third column shows their subparts [5], and the fourth their MGR. The number
of local maxima, equaling the number of subparts, is found in column five, and
finally, the number of endpoints in MGR in column six. Note that the number
of endpoints is not necessarily equal to the number of local maxima. This is for
example the case for ID 1afv and the assumed biological structure of ID 1d6i.
The number of local maxima corresponds to the number of subparts in the ob-
ject, while the number of endpoints give information about how these subparts
are connected in MGR.

MGR can help to overcome many of the obstructions encountered when an-
alyzing SET reconstructions of proteins. The first, and often most crucial step
in image analysis, is to divide the image into objects and background. Due to
noise and varying background, it is in most cases difficult to find good and re-
liable segmentation. Using MGR removes to a large extent the task of finding
a reliable segmentation method. It is also difficult to decide what objects, out
of the thousands present in a single reconstruction, are true proteins and not.
MGR for a protein deposited in PDB can serve as a template for comparison
of MGRs constructed from the objects present in the SET reconstructions. As
long as an object is still connected, and the more intense inner parts are not
removed, MGR is independent of small changes in the outer shape and thereby
also the positioning of the border of the object.

From MGR, it is also possible to study how tightly different parts of an
object are connected. If two parts are weakly connected, this can be seen as low
intensities along MGR between them. If two parts are strongly attached, the
intensities along MGR between them. An example is shown in Fig. 5. MGR of
PDB ID 1afv, see also the third row of Fig. 3, is shown to the left, together
with a plot of the grey-levels for the voxels along MGR to the right. It is clearly
seen from the grey-levels along MGR that the the two main parts, each in turn
consisting of two parts, are not very tightly connected, while the two parts
making up each main part are very tightly connected.
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Id. Vol. Rend. Decomp. MGR Local max Endpoints

1a2k 4 3

1afa 3 3

1afv 4 2

1axk 4 3

1ex4 3 3

1d2t* 3 3 3

1d6i 2 2

1d6i* 2 4 2

1eo8 4 4

1eo8* 3 12 4

Fig. 3. From left to right: identification; volume rendered original object; grey-level
decomposition; MGR; number of local maxima; and number of endpoints in MGR for
PDB volumes.
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Id. Vol. Rend. Decomp. MGR Local max Endpoints

1igt (PDB) 7 3

SET IgG No 1 3 3

SET IgG No 2 4 4

SET IgG No 3 3 3

Fig. 4. From left to right: identification; volume rendered original object; grey-level
decomposition; MGR; number of local maxima; and number of endpoints in MGR for
an antibody (1igt) from PDB and three IgG proteins from SET.
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Fig. 5. Left: MGR of PDB ID 1afv. Right: Grey-levels along MGR.

MGR can also be of use when analyzing structural variations of a specific
protein. We believe that information, for example on how flexible a protein in
solution is, can be estimated by measuring angles between different parts of
MGR from different SET images of the same protein. This would be much faster
than fitting a model prior to making the measurements [13]. Developing stable
methods to derive such information is left for future work.
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Abstract. A recent trend in digital mammography are CAD systems,
which are computerized tools designed to help radiologists. Most of these
systems are used for the automatic detection of abnormalities. However,
recent studies have shown that their sensitivity is significantly decreased
as the density of the breast is increased. In addition, the suitability of
abnormality segmentation approaches tends to depend on breast tissue
density. In this paper we propose a new approach to the classification
of mammographic images according to the breast parenchymal density.
Our classification is based on gross segmentation and the underlying
texture contained within the breast tissue. Robustness and classification
performance are evaluated on a set of digitized mammograms, applying
different classifiers and leave-one-out for training. Results demonstrate
the feasibility of estimating breast density using computer vision tech-
niques.

1 Introduction

Breast cancer is considered a major health problem in western countries, and
indeed it constitutes the most common cancer among women. A study devel-
oped in 1998 by the American Cancer Society estimates that in western cultures
between one in eight and one in twelve women will develop breast cancer during
their lifetime. Breast cancer remains the leading cause of death for women in
their 40s in the United States [1]. However, although breast cancer incidence
has increased over the past decade, breast cancer mortality has declined among
women of all ages. This favorable trend in mortality reduction may relate to the
widespread adoption of mammography screening, in addition to improvements
made in therapy [1].

Mammography remains the key screening tool for breast abnormalities de-
tection, because it allows identification of tumour before being palpable. In a
recent study, Vacek et al. [2] show that the proportion of breast tumours that
were detected in Vermont by screening mammography increased from 2% dur-
ing 1974 − 1984 to 36% during 1995 − 1999. However, of all lesions previously
diagnosed as suspicious and sent for biopsy, approximately 25% were confirmed
malignant lesions, and approximately 75% were diagnosed benign. This high
false-positive rate is related with the difficulty of obtaining accurate diagno-
sis [3]. In this sense, computerized image analysis is going to play an important
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role in improving the issued diagnosis. Computer-Aided Diagnosis (CAD) sys-
tems are composed of a set of tools to help radiologists to detect and diagnose
new cases. However, recent studies have shown that the sensitivity of these sys-
tems is significantly decreased as the density of the breast increased while the
specificity of the systems remained relatively constant [4].

The origins of breast parenchymal classification are found in the work of
Wolfe [5], who showed the relation between mammographic parenchymal pat-
terns and the risk of developing breast cancer, classifying the parenchymal
patterns in four categories. Since the discovery of this relationship automated
parenchymal pattern classification has been investigated. Boyd et al. [6] pro-
posed a semiautomatic computer measure based on interactive thresholding and
the percentage of the segmented dense tissue over the segmented breast area.
Karssemeijer [7] developed an automated method where features were computed
from the grey-level values and the distance from the skin-line and are used in a
k-Nearest Neighbour (kNN) classifier. Recently, Zhou et al. [8] proposed a rule-
based scheme in order to classify the mammograms in four classes according to
the characteristic features of the gray-level histograms.

A small number of previous papers have suggested texture representations
of the breast. Miller and Astley [9] investigated texture-based discrimination
between fatty and dense breast types applying granulometric techniques and
Laws texture masks. Byng et al. [10] used measures based on fractal dimension.
Bovis and Singh [11] estimated features from the construction of Spatial Gray
Level Dependency matrices. Recently, Petroudi et al. [12] used textons to capture
the mammographic appearance within the breast area. The approach developed
by Blot and Zwiggelaar [13] is based on the statistical difference between local
and median co-occurrence matrices computed over three regions of the breast.
Related to this work, Zwiggelaar et al. [14] estimated the breast density by using
co-occurrence matrices as features and segmentation based on the Expectation-
Maximization algorithm. PCA was used to reduce the dimensionality of the
feature space. This work was extended in [15] were a transportation algorithm
was used for the feature selection process.

Our approach is also based on grouping those pixels with similar behaviour
(gross segmentation), in our case consisting of similar tissue. Subsequently, tex-
ture features extracted from each region are used to classify the whole breast
in one of the three categories that appears in the MIAS database [16]: fatty,
glandular or dense breast. The remainder of this paper is structured as follows:
Section 2 describes the proposed segmentation and classification method. Exper-
imental results proving the validity of our proposal appear in Section 3. Finally,
conclusions are given in Section 4.

2 Methodology

As we have mentioned in the introduction, previous work has used histogram
information to classify breast tissue. However, in our experience and with our
database, histogram information is not sufficient to classify the mammogram as
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(a) (b) (c)

Fig. 1. Three similar histograms, each belonging to a different class of tissue. Con-
cretely, (a) corresponds to a fatty breast, (b) to a glandular breast and (c) to a dense
breast.

fatty, glandular or dense tissue. Figure 1 shows histograms for three different
mammograms, each belonging to a different class.

Our approach is based on gross segmentation and the extraction of texture
features of those pixels with similar tissue appearance of the breast. Using this
set of features we train different classifiers and test them. But first of all, our
approach begins with the segmentation of the profile of the breast.

2.1 Breast Profile Segmentation

The segmentation of the foreground breast object from the background is a
fundamental step in mammogram analysis. The aim of this process is to separate
the breast from the rest of objects that could appear in a digital mammography:
the black background; some annotations or labels; and the pectoral muscle.

In this work we used a previous developed algorithm [17] based on gray-level
information. This algorithm begins by finding a threshold using histogram in-
formation, in order to separate the background from the rest of the objects of
the mammogram, that is, the annotations and the union of the breast and pec-
toral muscle. The breast and pectoral muscle object is segmented looking for the
largest object in the image. In order to separate the breast profile from the pec-
toral muscle we used an adaptive region growing approach, initializing the seed
inside the pectoral muscle, and controlling the growing step using information
about gray-level and the growth area.

Figure 2(a) shows a typical mammographic image. Applying the threshold
and detecting the largest object, the union of the pectoral muscle and the breast
area is found(Figure 2(b)). In the last image, the region of interest of the breast
has been extracted from the pectoral muscle using the adaptive region growing
algorithm described above.

2.2 Finding Regions with Similar Tissue

We consider that pixels from similar tissue have similar gray-level values, as can
be seen in Figure 3. Hence, we use the k-Means algorithm [18] to group these
pixels into separate categories. However, to avoid effects from microtexture that
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(a) (b) (c)

Fig. 2. Sequence of the breast profile segmentation. (a) original image, (b) result of
thresholding the image and detecting the largest region, and (c) segmented image
without background and pectoral muscle.

could appear in some regions, we first smooth the breast region with a median
filter.

The k-Means algorithm [18] is a popular clustering algorithm. It is defined
as an error minimization algorithm where the function to minimize is the sum
of errors squared:

e2(K) =
K∑

k=1

∑
i∈Ck

(xi − ck)2 (1)

where xi are feature vectors, ck is the centroid of cluster Ck, and K the number
of clusters, which have to be known a priori. In our work, we selected K = 2
with the aim to obtain representative instances of two classes: fatty tissue and
dense tissue.

When using the k-Means algorithm, the placement of the initial seed points
plays a central role in obtaining the final segmentation results. Despite their
importance, seeds are usually initialized randomly. In order to make a more
informed decision, in our approach, the k-Means is initialized using histogram
information. We initialized the two seeds with the gray level values that represent
15% and 85% of the accumulative histogram, with the objective to cluster fatty
and dense tissue, respectively.

2.3 Extracted Features

Subsequent to k-Means, a set of features from the two classes that form the
breast are extracted. In fact, a simple view of the feature space shows that
using only the morphological features (like the centers of mass of both classes),
is enough to distinguish between dense and fatty tissue. However, in order to
distinguish glandular tissue, texture features needs to be considered. We used
features derived from co-occurrence matrices [19].

Co-occurrence matrices are essentially two-dimensional histograms of the oc-
currence of pairs of grey-levels for a given displacement vector. Formally, the
co-occurrence of grey levels can be specified as a matrix of relative frequencies
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(a) (b) (c)

Fig. 3. Examples of different types of breast tissue in the MIAS database [16]. (a) fatty,
(b) glandular, and (c) dense.

Pij , in which two pixels separated by a distance d and angle θ have gray levels i
and j. Co-occurrence matrices are not generally used as features, rather a large
number of textural features derived from the matrix have been proposed [19].
Here we use 4 different directions: 0◦, 45◦, 90◦, and 135◦; and a distance equal
to 1. For each co-occurrence matrix we determine the contrast, energy, entropy,
correlation, sum average, sum entropy, difference average, difference entropy, and
homogeneity features.

2.4 Classification

We evaluated two different kind of classifiers: the k-Nearest Neighbours algorithm
and a Decision Tree classifier. The k-Nearest Neighbours classifier [20] (kNN)
consists of classifying a non-classified vector into the k most similar vectors
presents in the training set. Because kNN is based on distances between sample
points in feature space, features need to be re-scaled to avoid that some features
are weighted much more strongly than others. Hence, all features have been
normalized to unit variance and zero mean.

On the other hand, a decision tree recursively subdivides regions in feature
space into different subspaces, using different thresholds in each dimension to
separates the classes “as much as possible”. For a given subspace the process
stops when it only contains patterns of one class. In our implementation we
used the ID3 information criterion [20] to determine thresholds values from the
training data.

3 Experimental Results

The method was applied on a set of 270 mammograms taken from the MIAS
database, 90 of each class (fatty, glandular and dense). The spatial resolution
of the images is 50μm x 50μm and the optical density is linear in the range
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0 − 3.2 and quantized to 8 bits. To evaluate the method we performed three
experiments.

The first experiment was performed over the set of fatty and dense mam-
mograms, and using only morphological features extracted from the segmented
clusters. We calculated the relative area, the center of masses and the medium
intensity of both clusters. These features formed the input parameters for the
classification stage. In order to evaluate the results, we used a leave-one-out
method, in which each sample is analysed by a classifier which is trained using
all other samples except for those from the same woman. The results showed that
87% and 82% of mammograms were correctly classified using the kNN classifier
and the ID3 decision tree. However, when including the glandular class, both
results were drastically decreased.

Table 1. Confusion matrices of (a) the k-NN classifier and (b) ID3 decision tree.

(a) (b)
Automatic Classification
Fatty Glandular Dense

T
ru

th

Fatty 23 6 1
Glandular 2 22 6

Dense 1 14 15

Automatic Classification
Fatty Glandular Dense

T
ru

th

Fatty 18 10 2
Glandular 4 21 5

Dense 2 4 24

The second experiment was performed using 30 cases per class, and using the
morphological features cited above as well the texture features. The efficiency
of the classifiers were computed using again the same leave-one-out approach.
Experimental results showed that classification results were improved when the
cluster means were subtracted from the feature vectors. The reason for this can
be found in the fact that increasing the dense area of the breast, results in a
larger difference between the two tissue type clusters.

The confusion matrices for both classifiers are shown in Table 1. Confusion
matrices should be read as follows: rows indicate the object to recognize (the true
class) and columns indicate the label the classifiers associates at this object. As
should be clear, the ID3 decision tree classifier has in general, a higher efficiency
compared to the kNN classifier. This is due to the fact that the ID3 classi-
fier contains a feature selection discrimination process. This ensures it avoids
non-discriminant features to weight in the classification step. kNN classifiers do
not have such feature selection and, therefore, the set of discriminant and non-
discriminant features are weighted equally in the classification procedure. We
can also note in Table 1 that mammograms belonging to fatty class are better
classified than the rest of mammograms when using the kNN approach. On the
other hand, dense mammograms are better classified by the ID3 approach.

The last experiment was performed by using a set of 90 mammograms per
class, from which 30 were manually extracted from the set for training both clas-
sifiers, while the rest of mammograms constituted the testing set. The confusion
matrices for this classification are shown in Table 2. Note that the ID3 classifier
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have again better results than the kNN. Moreover, it can be seen that the per-
centage of well-classified mammograms drastically decrease in comparative with
the previous experiment. Concretely, in the leave-one-out method, the accuracy
of the system was around 67% and 73% for the kNN and the ID3 classifiers re-
spectively, while in the second experiment, the accuracy is about 56% and 61%.
The main reason for this is likely to be the enlarged variance for the different
mammographic tissue types.

Table 2. Confusion matrices of (a) the k-NN classifier and (b) ID3 decision tree.

(a) (b)
Automatic Classification
Fatty Glandular Dense

T
ru

th

Fatty 38 19 3
Glandular 9 33 18

Dense 5 25 30

Automatic Classification
Fatty Glandular Dense

T
ru

th
Fatty 34 17 9

Glandular 5 35 20
Dense 2 18 40

4 Conclusions

This paper has presented an automatic classification method for the identifi-
cation of breast tissue in mammographic images. The method is based on the
integration of texture and gray level information. An initial method based on
gray-level information starts segmenting the profile of the breast. Subsequently,
the k-Means algorithm is used to segment the different tissue types of the mam-
mograms. Morphological and texture features are extracted in order to charac-
terize the breast tissue for each cluster. Finally, k-NN and ID3 are used to classify
the breast as dense, fatty or glandular. Experimental results demonstrate the ef-
fectiveness of the proposed algorithm. Compared to published work, we can say
that the developed method has a similar performances.

Further work will be focused on the characterization of the mammographic
tissue in four classes, as are described in the Breast Imaging Reporting and
Data System (BI-RADS). Moreover, other databases will be tested in order to
evaluate in depth the efficiency of our proposal.
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Abstract. Ultrasound B-mode images of thyroid gland were previously
analyzed to distinguish normal tissue from inflamed tissue due to Hashi-
moto’s Lymphocytic Thyroiditis. This is a two-class recognition problem.
Sensitivity and specificity of 100% was reported using Bayesian classifier
with selected texture features. These results were obtained on 99 sub-
jects at a fixed setting of one specific sonograph, for a given manual thy-
roid gland segmentation and sonographic scan orientation (longitudinal,
transversal). To evaluate the reproducibility of the method, sensitivity
analysis is the topic of this paper. A general method for determining fea-
ture sensitivity to variables influencing the scanning process is proposed.
Jensen Shannon distances between modified and unmodified inter- and
intra-class feature probability distributions capture the changes induced
by the variables. Among selected features, the least sensitive one is found.
The proposed sensitivity evaluation method can be used in other prob-
lems with complex and non-linear dependencies on variables that cannot
be controlled.

1 Introduction

Hashimoto’s lymphocytic thyroiditis (LT), one of the most frequent thyroid dis-
orders, is a chronic inflammation of the thyroid gland. This disease changes the
structure of the tissue. Changes are diffuse (they affect the entire gland) and
can be detected by sonographic imaging. Information extracted from images by
computers may provide additional support for diagnostic hypothesis.

Automatic recognition of LT has been attempted based on textural image
features [12, 14]. Classification was done with features selected by a search pro-

� This work has been supported by the Grant Agency of the Czech Academy of Sci-
ences under project 1ET101050403 and by the Czech Ministry of Health under
project NO/7742-3.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 439–446, 2005.
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cedure out of 129 features. The optimal features achieved sensitivity and speci-
ficity1 of 100% in a cross-validation experiment on an independent set of 18
subjects [14].

Although high success rate was achieved, the results were limited to one par-
ticular setting of one specific sonograph. This has been recognized as the most
important obstacle to bringing the method to online clinical practice. The repro-
ducibility issue is a long-standing problem in similar quantitative methods [4].
In relevant works, parameter settings were adjusted for optimal visualization [8],
fixed to have standardized conditions [6, 11], or kept at values normally used in
clinical practice [3]. Chan [1] tried to tackle this problem by changing the gain
setting during the experiment and capturing for each gain at least five images of
the object. Mojsilovic [9] removed the mean of each image in order to eliminate
effects of unequal ultrasound gain settings.

The goal of this paper is to quantify reproducibility of features used pre-
viously [14]. Reproducibility is the possibility to achieve the same classification
results under different sonograph setting, different gland delineations in the man-
ual segmentation step (depending on physician’s knowledge and experience), and
different scan orientation (longitudinal or transversal). The proposed analysis is
general enough to be applied to other data interpretation problems involving
complex and non-linear dependencies on variables that cannot be controlled.
The rest of this paper is structured as follows. Texture features are described
and sensitivity analysis method is proposed in Sec. 2. Sec. 3 describes a feature
sensitivity experiment and results. Discussion follows in Sec. 4 and conclusions
are given in Sec. 5.

2 Methods

Given a sonographic B-mode image, a two-class classification problem is consid-
ered in the previous work [12, 14]: distinguishing healthy tissue (denoted here
as N) from tissue changed due to Hashimoto’s Lymphocytic Thyroiditis (de-
noted as LT). The classification is done on textural features computed from a
set of fixed-size rectangular regions referred to as texture samples, as shown in
Fig. 1. The non-overlapping samples are obtained from a manually segmented
thyroid gland. In previous work, optimally performing features from the set of
129 candidates consisted of Haralick’s texture features [5] and Muzzolini’s spatial
features [10] were automatically searched for. Their performance was measured
as Bayes classifier error. The classifier was learned on a training set of 81 patients
and classification error was evaluated on an independent test set of 18 subjects.
Three one-dimensional features turned up, each for a different texture sample
size, i.e. F2 for 41×41, F6 for 31×31 and F7 for 21×21 texture samples (features
are named consistently with previous work [14]; the size is given in pixels). The
selected features achieved sensitivity and specificity of 100% in a cross-validation
experiment on the independent set of 18 subjects. The principal parameters of
1 Sensitivity is the proportion of subjects with disease who have a positive test result,

specificity is the proportion of subjects without disease who have negative test result.
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(a) Transversal scan (b) Longitudinal scan

Fig. 1. Sonographic images with manually segmented thyroid gland and covered by
rectangular texture samples.

the sonograph2 were fixed in the study: the gain of 92, medium sensitivity by
depth, maximal acoustic power, frequency of 8MHz, repetition rate of 19Hz, and
maximum spatial resolution of 4cm. All details concerning data acquisition and
processing are given in [14].

Features used in the current sensitivity analysis are the selected features F2,
F6 and F7, as described above. Feature probability distributions (FPD) for each
class were estimated by histogramming. Optimal (the least bias and variance)
histogram resolution according to Scott’s rule was used [13]. The idea of the
sensitivity analysis is to quantify the changes of these histograms under various
modifications of the data acquisition.

A suitable statistic for this purpose is a divergence measure between two
feature probability distributions. Jensen-Shannon divergence (JS) is used as a
semi-definite, additive and symmetric measure. Let X be the range of a discrete
random variable and let p1 and p2 be two probability distributions over X .
The JS is defined in terms of discrete Shannon entropy H(p) of a probability
distribution function p as

JS(p1, p2) = H

(
p1 + p2

2

)
− H(p1) +H(p2)

2
. (1)

A detailed description is given in [7] and recommendations for practical usage
in [2].

Using JS the sensitivity is measured by comparing the inter-class difference
dI (difference between N and LT class) and the within-class difference dW |N or
dW |LT (difference between FPD and changed FPD, for given class N or LT).
Changes in FPD are given by different 1) sonograph gain setting; 2) thyroid
gland segmentation; and 3) scan orientation according to the following diagram

2 Toshiba ECCO-CEE, console model SSA-340A, transducer model PLF-805ST.
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dI

dW |N

dW |LT

FPD′|N

FPD′|LTFPD|LT

FPD|N
(2)

where FPD|N stands for ‘FPD given class N’ and FPD′|N stands for the same
under changed conditions. The inter-class distance dI was measured on the full
dataset (99 subjects) under the standard gain and the standard segmentation. If
dW is higher than dI , the feature is sensitive on given changes and reproducibility
can not be achieved.

3 Experiments and Results

Sensitivity of the features to sonograph gain setting was determined by comput-
ing the distance dW |N between the N class FPDs under the standard gain of 92
and the respective distributions obtained from a set of images from one subject
(class N) under two other gain settings (90, 94). The result was compared to the
inter-class distance dI .

A similar method was used to assess the sensitivity of features to the thyroid
gland segmentation. Three different boundary delineations for one subject of
class N were drawn by another physician in addition to the one used in feature
selection.

Finally, the influence of the scan orientation on the features was assessed.
Given the feature, the distance between the longitudinal and transversal scans
was measured in each class denoted here as ds

W |N , ds
W |LT , respectively. The

larger of the two values max(ds
W |N , d

s
W |LT ) was compared to the smaller of the

two inter-class distances min(dI|long, dI|trans) computed for each scan orientation
separately according to the following diagram

dI|long

ds
W |N

dI|transds
W |LT

FPD|N, long

FPD|LT, long

FPD′|N, trans

FPD′|LT, trans

(3)

The results of the sensitivity analysis under gain change are shown in Tab. 1.
In 21×21 texture samples the differences due to varying gain setting are consis-
tently smaller than the inter-class difference dI . In 31× 31 and 41× 41 samples
the differences (shown in bold) are already comparable to dI .

Tab. 2 shows that changes due to the different segmentations s1, s2, s3 are
bigger than the inter-class difference dI for all three features. Again, the least
influenced are the 21× 21 texture samples.

In Tab. 3 results for different scan orientation (longitudinal, transversal) are
shown. The inter-class distances (last two rows) for 31× 31 and 41× 41 samples
are consistently greater than the inter-scan distances (first two rows). Only in
the 21× 21 samples the two values (in bold) are comparable.
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Table 1. The JS distances between selected features under the gains of 90 and 94 and
the same features under the standard gain of 92 according to Eq. (2). The last row
shows inter-class distances.

F7, 21×21 F6, 31×31 F2, 41×41

dW |N, gain=90 0.031 0.573 0.542

dW |N, gain=94 0.158 0.409 0.475

dI 0.225 0.532 0.510

Table 2. The JS distances between selected features computed under different thyroid
gland segmentations s1, s2, s3 and the same features under the standard segmentation
according to Eq. (2).

F7, 21×21 F6, 31×31 F2, 41×41

dW |N,s1 0.208 0.701 0.850

dW |N,s2 0.151 0.859 0.888

dW |N,s3 0.390 0.904 0.844

dI 0.225 0.532 0.510

Table 3. The JS distances between selected features from individual scan orienta-
tions (first and second row) as compared to the inter-class distances in individual scan
orientations (third and fourth row) according to Eq. (3).

F7, 21×21 F6, 31×31 F2, 41×41

ds
W |N 0.033 0.042 0.021

ds
W |LT 0.252 0.092 0.014

dI|trans 0.478 0.276 0.409

dI|long 0.184 0.575 0.389

An example of feature probability distributions for N and LT tissue used
in this analysis are shown in Fig. 2. We can see the JS distances capture the
relative differences between the histograms well.

Since gain setting is the parameter that has the greatest influence on visual
appearance of sonographic image, features were extracted for a wider gain range
(82–100). Measurements were done on a grey-scale phantom3. The scatter plots
of feature F792 under gain 92 and F7g under several other gains g are shown in
Fig. 3. One data point corresponds to one texture sample (21×21). It can be seen
that points make clusters and the mapping induced by the gain change is too
complex to be mathematically described. Next we considered simple feature F0
defined as the mean value over the whole rectangular texture sample. Analogical
plots to those in Fig. 3 using F0 are shown in Fig. 4.

3 Precision Small Parts Grey Scale Phantom Gammex 404GS LE.
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Fig. 2. Histograms for N and LT tissue (feature F7, 21 × 21 texture samples). We can
see histograms for longitudinal scans are more similar than for transversal scans (dI|long

is smaller than dI|trans, see Tab. 3).
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Fig. 3. Comparison of feature F7 under standard gain with F7 under gains of 82 to
100. Coordinates of each point are feature values for standard gain (92, x-axis) and
under gain change (82-100, y-axis). 21 × 21 texture samples are used.

4 Discussion

Note that the image area of displayed thyroid tissue is much smaller in transver-
sal scans than in longitudinal ones (see Fig. 1). This means that a smaller number
of texture samples fit within the boundary of thyroid gland in a transversal scan
as compared to a longitudinal scan. Larger texture samples do not cover the area
of the transversal scans well. Therefore, substantial part of available information
can be lost for feature construction process from transversal scans. Longitudinal
scans provide greater amount of image data from a larger contiguous area of the
gland tissue, therefore they should be more useful for automatic texture analy-
sis. However, as can be seen from the last two rows of Tab. 3, distance between
N and LT tissue is not always bigger for longitudinal scans than for transversal
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Fig. 4. Comparison of feature F0 under standard gain with F0 under gains of 82 to
100. Coordinates of each point are feature values for standard gain (92, x-axis) and
under gain change (82-100, y-axis). 21 × 21 texture samples are used.

scans. This can be due to longitudinal artifacts in surrounding and examined
tissue, e.g. muscle fibres or vessels. On the other hand we saw in Tab. 3 that
inter-class distance is large in transversal scans when F7, 21 × 21 features are
used and in longitudinal scans when F6, 31× 31 features are used. Hence, the
results could be improved by taking into account longitudinal and transversal
images individually, e.g. by combining two classifiers, one using F7 on transversal
scans and another using F6 on longitudinal scans.

There is high sensitivity to thyroid gland segmentation according to JS dis-
tance in larger samples (see Tab. 2). This can be related to sample placement
method that leaves small areas along the boundaries uncovered by samples.

To guarantee reproducibility of results under different gain settings, trans-
formation to recalculate features from arbitrary gain to standard gain should be
found. From the results shown in Figs. 3,4 it follows that direct transformation
of complex features is unfeasible but re-mapping of the raw image values prior
to feature computation seems feasible. The results on F0 (see Fig. 4) reveal two
components: one approximately linear and another random (see the cluster just
below the linear cluster). The origin of this cluster is not known. Further analysis
is necessary.

An initial calibration (e.g., using a gray-scale phantom) and subsequent cus-
tomization of the recognition tool could be another approach for solving the
problem of reproducibility. The phantom would need to be specially designed
to reproduce the statistical distribution of those features that were found to be
optimal for the LT/N classification task. Whether this is feasible remains to be
ascertained.

5 Conclusions

The sensitivity analysis shows that the results for 31 × 31 texture samples and
41 × 41 texture samples are sensitive to small changes in sonograph setting.
Both are also sensitive to different gland segmentations. They are stable under
transversal and longitudinal scans.
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The 21× 21 pixel samples are insensitive to different gain settings and their
sensitivity to different gland segmentations is small. They can also distinguish
scan orientation, since there is a significant difference between inter-class dis-
tances of longitudinal and transversal scans. Distance between N and LT tissue
is bigger for transversal than for longitudinal scans.

For greater difference in sonograph parameter setting it will be necessary
to remap raw image values by a corrective transformation. We believe that if
features of small sensitivity are used subsequently, the classification results will
be reproducible. The corrective transformation is a topic for ongoing work.
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graphic images for diffusion processes classification in thyroid gland parenchyma.
In Proc Conf Analysis of Biomedical Signals and Images, pages 210–212, 2000

13. Scott, D.W.: Multivariate Density Estimation. John Wiley, 1992
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Abstract. In this work we propose a new method to estimate the scale
hyperparameter for transmission tomography in Nuclear Medicine image
reconstruction problems. Within the Bayesian paradigm, Evidence Anal-
ysis and circulant preconditioners are used to obtain the scale hyperpa-
rameter. For the prior distribution, we use Generalized Gaussian Markov
Random Fields (GGMRF), a nonquadratic function that preserves the
edges in the reconstructed image. The experimental results indicate that
the proposed method produces satisfactory reconstructions.

1 Introduction

PET (positron emission tomography) and SPECT (single photon emission to-
mography) are techniques used in Nuclear Medicine to obtain cross sectional
images which represent an isotope distribution within the body of a patient [3].

The attenuation or absorption of photons is an important effect in PET and
SPECT systems, that produces errors in emission tomography due to decreasing
quantitative accuracy of the reconstructed image. The attenuation correction
factors (ACFs) are obtained from a transmission scan that determines the tis-
sue structure in a patient. The transmission scan can be either previous (pre-
injection measurements) or simultaneous to the emission scan are (post-injection
measurements).

Several Bayesian methods have been proposed for transmission tomography,
see for instance [4, 10]. These methods use a prior model incorporating the ex-
pected structure in the image. These image models depend on parameters known
as hyperparameters and an optimal Bayesian reconstruction needs appropriate
� This work has been partially supported by “Instituto de Salud Carlos III” project

FIS G03/185 and by CICYT project TIC2000-1275.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 455–462, 2005.
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hyperparameter values. Therefore, reliable automatic methods for the selection
of the hyperparameters are essential to obtain correct reconstructions. Unfor-
tunately, not much work has been reported on the parameter estimation for
transmission tomography, see however [7].

In this paper, we propose an estimation method of the scale hyperparameter
that can be used to reconstruct attenuation maps for pre-injection measure-
ments.

The rest of the paper is organized as follows. In section 2 we describe the
transmission and image models and the Evidence Analysis within the Bayesian
paradigm. Section 3 describes the proposed estimation method. Experimental
results are presented in section 4 and section 5 concludes the paper.

2 Hierarchical Bayesian Paradigm and Evidence Analysis

Within the Bayesian paradigm, the reconstruction of the original image X , de-
noted by X̂(θ), is selected as:

X̂(θ) = argmax
X

P (Y |X)P (X |θ) , (1)

where θ is a hyperparameter vector, P (X |θ) is the prior distribution, and P (Y |X)
models the process to obtain the data Y from the real underlying image X .

The Hierarchical Bayesian paradigm first defines the distributions P (Y |X)
and P (X |θ). Next, a distribution P (θ) for the hyperparameters is defined and the
joint distribution P (θ,X, Y ) is formed. Using the Evidence Analysis, we perform
the following steps to estimate the hyperparameter vector and reconstruct the
image:
1. P (θ,X, Y ) is integrated over the whole image space X to obtain the distri-

bution P (θ, Y ) and
θ̂ = argmax

θ
P (θ, Y )P (θ) , (2)

is selected as the hyperparameter vector.
2. The original image X is estimated as:

X̂(θ̂) = arg max
X

P (Y |X)P (X |θ̂) . (3)

In order to define P (Y |X), we note that in transmission tomography the at-
tenuation is independent of position along the projection line and the observation
data and is specified as Poisson distributions (pre-injection measurements):

logP (Y |X) ∝
M∑
i=1

{
−bi exp

{
−

N∑
j=1

Ai,jxj

}
+yi log(bi exp

{
−

N∑
j=1

Ai,jxj

}
)
}
, (4)

where M is the number of detectors, N the number of pixels, and A the system
matrix. Ai,j is the intersection length of the projection line i with the area
represented by pixel j, xj represents the attenuation correction factor at pixel
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j, bi is the blank scan and yi is the number of transmission counts at the ith
detector pair in PET or detector in SPECT. We note that in this distribution the
random coincidences are ignored. For transmission tomography is known that
the ACFs within each tissue of a patient are homogeneous and they present
abrupt variations in the transition between tissues. Therefore, nonquadratic prior
distributions are extensively used for transmission reconstruction [12].

In this work we use generalized Gaussian Markov random fields (GGMRF )
as prior models [2]. This distribution has the following form:

P (X |θ)= 1
Z(θ)

exp
{
− 1
pσp

∑
i,j∈N

U(xi, xj , p)
}

=
1

Z(σ, p)
exp
{
− 1
pσp

∑
i,j∈N

wi−j |xi−xj |p
}
,

(5)
where θ = (p, σ) is the hyperparameters vector, U the energy function and Z the
partition function. The elements xi and xj are neighbouring pixels and N is the
set of all neighbouring pixel pairs. The scale hyperparameter σ determines the
overall smoothness of the reconstruction and p is called the shape parameter. The
potential function is convex when p > 1. Since our energy function is scalable,
that is, for all X ∈ RN and α > 0 we have:

U(αX, p) = αpU(X, p) , (6)

it follows that the partition function can be expressed as:

Z(σ, p) = (pσp)N/pZ(1, p). (7)

Equation (7) implies that the partition function is derivable with respect to
σ. Hence, a method for the estimation of σ can be obtained.

Following the discussion in [11], we do not estimate the parameter p. Since
values of p close to 1 better preserve the formation of edges, this parameter was
set equal to 1.1.

3 Scale Hyperparameter Estimation

We now proceed to estimate the scale hyperparameter for transmission recon-
struction problems. We assume that P (θ) ∝ const.

In order to solve Eq. (3), we define the following function M(X,Y |θ):

M(X,Y |θ) = logP (X |θ)−logP (Y |X) ∝−logZ(σ, p)− 1
pσp

∑
i,j∈N U(xi, xj , p)

+
∑M

i=1

{
bi exp

{
−
∑N

j=1 Ai,jxj

}
− yi log(bi exp

{
−
∑N

j=1 Ai,jxj

}
)
}
, (8)

and then we obtain P (θ, Y ) using

P (θ, Y ) ∝ P (θ)
∫

X

exp{M(X,Y |θ)}dX . (9)

The integral in Eq. (9) cannot be evaluated analytically and therefore we
resort to Gaussian quadrature approximation. Using Taylor series expansion,
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we expand M(X,Y |θ) around the MAP estimate of X given θ, X̂(θ), see Eq.
(3). Keeping up to second order terms, we have the following approximation of
P (θ, Y ):

P (θ, Y ) ∝ exp
[
M(X̂(θ), Y |θ)

] ∣∣∣∣G(X̂(θ)) +
1
pσp

F (X̂(θ))
∣∣∣∣−1/2

, (10)

where the (i, j)th elements of the matrices G(X̂(θ)) and F (X̂(θ)) are given by:

Gi,j(X̂(θ)) =
M∑

k=1

bkAk,iAk,j exp

(
−

N∑
l=1

Ak,lx̂l(θ)

)
, (11)

Fi,j(X̂(θ)) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑

k∈Ni

∂2U(x̂i(θ),x̂k(θ),p)
∂x2

i

i = j

−∂2U(x̂i(θ),x̂j(θ),p)
∂xi∂xj

i �= j, j ∈ Ni

0 otherwise .

(12)

Using Eq. (10) in Eq. (2) we obtain:

σp =
1
N

∑
i,j∈N

U(x̂i(θ), x̂j(θ), p)+
1

2N
trace

[(
G(X̂(θ))+

1
pσp

F (X̂(θ))
)−1

F (X̂(θ))

]
.

(13)

We have the following iterative procedure to estimate the attenuation map
X and the scale hyperparameter σ. At each step k, we proceed as follows:
1. Given a previously obtained attenuation map X̂k−1 and a previous estimate

of the scale hyperparameter σ̂k−1, we obtain a new value σ̂k by using Eq.
(13).

2. Given σ̂k and X̂k−1, a newly estimated attenuation map X̂k, is obtained by
iterating once a MAP algorithm.

3. We set k = k + 1, and go to step 2 until a stop criterium with respect to σ
is satisfied.

We note that the estimation of σ involves the calculation of (G(X̂(θ)) +
1

pσpF (X̂(θ)))−1. This inversion is a computationally intensive problem. We use
preconditioning to approximate these matrices in order to simplify their inver-
sion. Diagonal and circulant preconditioning methods are used to approximate
the matrix (G(X̂(θ)) + 1

pσpF (X̂(θ))). These preconditioner were previously ap-
plied to emission SPECT reconstruction [8, 9].

3.1 Diagonal Preconditioner

By using only the diagonal elements of the matrices (i. e., ignoring the off-
diagonal elements), we obtain:

σp=
1
N

∑
i,j∈N

wi−j |x̂i(θ)−x̂j(θ)|p+
p(p−1)

2N

∑
k∈Nj

wj−k |x̂j(θ)−x̂k(θ)|p−2

aj(θ)
, (14)
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where

aj(θ) =
M∑

k=1

bkA
2
kj exp

(
−

N∑
l=1

Ak,lx̂l(θ)

)
+
p− 1
σp

∑
k∈Nj

wj−k |x̂j(θ)−x̂k(θ)|p−2 .

We note that when p < 2, |z|p−2 = ∞ for z = 0. However, this is not a
problem due to the form of Eq. (14) and the presence of aj(θ).

3.2 Circulant Preconditioner

Following [8], we express the Hessian matrix of the transmission model, G(X̂(θ)),
as:

G(X̂(θ)) = AtW (X̂(θ))A , (15)

where W (X̂(θ)) is a diagonal matrix with diagonal entries

Wi,i(X̂(θ)) = bi exp

(
N∑

l=1

Ai,lx̂l(θ)

)
. (16)

We then apply the approximation introduced in [6] to the Fisher information
term, which produces:

AtW (X̂(θ))A ≈ D(g)(X̂(θ))AtAD(g)(X̂(θ)) , (17)

where D(g)(X̂(θ)) is a diagonal matrix with diagonal entries

D(g)j,j(X̂(θ)) =

√√√√∑M
i=1 A

2
i,jWi,i(X̂(θ))∑M
i=1 A

2
i,j

. (18)

The system matrix A is shift variant, and so the product AtA is approximated
by a block-circulant matrix Gc. The kernel of Gc is obtained as follows:
1. First we calculate AtAεj , where εj represents a unit vector centered with

respect to the image.
2. Then, the kernel obtained in the previous step, is approximated by a shift

invariant symmetric blurring function.

We also apply the circulant approximation proposed in [6] to the Hessian
matrix of our prior model, F (X̂(θ)), :

F (X̂(θ)) ≈ D(f)(X̂(θ))(I − φC)D(f)(X̂(θ)) , (19)

where the diagonal elements of D(f)(X̂(θ)) have the form:

D(f)j,j(X̂(θ)) =

√√√√∑
k∈Nj

∂2U(x̂j(θ), x̂k(θ), p)
∂x2

j

, (20)
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and (I−φC)−1 is a covariance matrix, with Ci,j = 1 for two neighbouring pixels
and for the 8-point neighborhood system we are using, φ is just less than 1/8.

The matricesD(g)(X̂(θ)) andD(f)(X̂(θ)) in Eq. (18) and Eq. (20) are approx-

imated by constant diagonal matrices
√
α(X̂(θ))I and

√
β(X̂(θ))I respectively,

where:√
α(X̂(θ)) =

1
N

N∑
j=1

D(g)j,j(X̂(θ)) and
√
β(X̂(θ)) =

1
N

N∑
j=1

D(f)j,j(X̂(θ)) .

(21)
Using the above approximations we now have,

trace

[(
G+

1
pσp

F

)−1

F

]
≈ trace

[(
αGc +

1
pσp

β(I − φC)
)−1

β(I − φC)

]
.(22)

where we have removed the dependency of the matrices on X̂(θ) for simplicity.
Finally, using the DFT we obtain the following expression:

trace

[(
G+

1
pσp

F

)−1

F

]
≈

N∑
i=1

Λi
α
β Γi + 1

pσpΛi

, (23)

where Γi and Λi are the (i)th elements of the DFT of Gc and (I − φC), respec-
tively.

When p < 2, the potential function has non bounded second derivative for
differences xi − xj = 0. This is a problem for the circulant approach, since, it
requires the potential function to be twice-differentiable with respect to X and
with bounded second derivatives. In order to overcome this problem, we have
used the approximation suggested in [1] for GGMRF prior models:

U(X, p) =
∑

i,j∈N
wi−j |xi−xj |p ≈

∑
i,j∈N

wi−j

((
|xi − xj |2 + δ

)p/2 − δp/2
)
, (24)

where δ > 0 is a stabilization constant. Therefore, β(X̂(θ)) is obtained by using
this approximation of U(X, p).

4 Experimental Results

The proposed reconstruction method was applied to real PET transmission data.
These data are available in [5] and represent a PET scan of an anthropomorphic
torso phantom (Data Spectrum Corporation). The blank and transmission scan
have 192 angles and 160 radial bins and the size of the reconstructed attenuation
map is 128×128 pixels.

We denote by DP the estimation method using diagonal preconditioner, de-
scribed in section 3.1, and by CP the estimation method using the circulant
approach, described in section 3.2. The image update in step 2 of the algorithm
in section 3 was obtained using the MAP algorithm proposed in [4].
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(a) (b) (c)

Fig. 1. (a) FBP reconstruction. (b) DP reconstruction. (c) CP reconstruction.
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Fig. 2. L-curve. The obtained values of U(X, p) and log P (Y |X) with DP (+) and CP
(×) methods have been marked in the curve.

The estimations provided by the methods are σ̂1.1 = 0.0069 (DP), and σ̂1.1 =
0.0058 (CP). The reconstructions obtained with these values are show in Fig. 1(b)
and Fig.1 (c). For comparison, a filtered back projection (FBP) reconstruction
is shown in Fig. 1(a). We observe that both diagonal and circulant approaches
provide a better reconstructions, having less noise that the FBP reconstruction.

Using as stopping criterion
∣∣(σ̂1.1)k − (σ̂1.1)k−1

∣∣ /(σ̂1.1)k ≤ 0.0001 the num-
ber of iterations needed was: 71 (DP) and 38 (CP).

In order to quantitatively evaluate the obtained reconstructions, we have
computed the L-curve which represents the value of the function energy U(X, p)
versus to the logP (Y |X) for the MAP reconstruction, obtained for a range of
scale hyperparameter σ1.1 values. Heuristically, the maximum curvature point
of the L-curve corresponds to a good balance between fidelity to the observation
data and smoothness of the reconstruction. The obtained values of U(X, p) and
logP (Y |X) with the DP and CP methods have been marked in the L-curve.
They lie within the zone of the maximum curvature of the L-curve (see Fig. 2).
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5 Conclusions

In this paper we have presented a method to estimate the scale hyperparameter
σ to reconstruct attenuation maps in the transmission tomography context. The
application of preconditioning methods to estimate this unknown hyperparam-
eter has been described. Both with the diagonal and circulant preconditioners,
we have found that the estimated values of the scale hyperparameter are close
to the value considered as optimun (σ at the maximum curvature point of the
L-curve). The circulant approach exhibits a better convergence rate than the
diagonal approach.

Although we have used GGMRF priors, the proposed method is suitable
for other convex priors as well, if they have a partition function for which its
derivative with respect to the scale hyperparameter can be obtained.
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Abstract. We propose an automatic segmentation and registration method for 
matching lung surfaces of temporal CT scans. Our method consists of three 
steps. First, an automatic segmentation is used for accurately identifying lung 
surfaces. Second, initial registration using an optimal cube is performed for cor-
recting the gross translational mismatch. Third, the initial alignment is step by 
step refined by the iterative surface registration. For the fast and robust conver-
gence of the distance measure to the optimal value, a 3D distance map is gener-
ated by the narrow band distance propagation. Experimental results show that 
our segmentation and registration method extracts accurate lung surfaces and 
aligns them much faster than conventional ones using a distance measure.  

1   Introduction 

Chest computed tomography (CT) is a well-establishing means of diagnosing pulmo-
nary metastasis of oncology patients and evaluating lung disease progression and 
regression during treatment. With ever-improving resolution and availability of CT 
scanners, chest CT is being used as a successful screening method for identifying 
early lung cancer. Most patients undergoing screening for lung cancer have non-
calcified nodules or small nodules less than 5mm in diameter. Such small nodules are 
often very difficult to characterize, because they are commonly benign or early ma-
lignancy. To estimate the probability of malignancy, we need to investigate changes 
of small nodules through time-interval screening processes. For the follow-up study 
of pulmonary nodules, we suggest an automatic segmentation and registration method 
of corresponding lung surfaces in temporal chest CT scans. 

Several methods have been suggested for the matching of lung surfaces in temporal 
chest CT scans. In Betke et al. [1], anatomical landmarks such as the sternum, verte-
brae, and tracheal centroids are used for initial global registration. Then the initial 
surface alignment is refined by an iterative closest point (ICP) process. Most part of 
the computation time for the ICP process is to find the point correspondences of lung 
surfaces obtained from two time interval CT scans. Hong et al. [2] proposed an effi-
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cient multilevel method for surface registration to cope with the problem of Betke [1]. 
The multilevel method first reduces the original number of points and aligns them 
using the ICP algorithm. In addition, they proposed a midpoint approach to define the 
point correspondence instead of using the point with the smallest Euclidean distance 
as in the original ICP algorithm. However the midpoint approach has a tradeoff be-
tween accuracy and efficiency, because additional processing time is needed to find 
the second closest point and to compute the midpoint. Mullaly et al. [3] developed a 
multi-criterion nodule segmentation and registration method that improves the identi-
fication of corresponding nodules in temporal chest CT scans. The method requires 
additional nodule segmentation process and measures for multi-criterion. Gurcan et 
al. [4] developed an automated global matching of temporal thoracic helical CT scans. 
This method uses three-dimensional anatomical information such as ribs without 
requiring any anatomical landmark identification or organ segmentation. But it would 
be difficult to align correctly since the method uses only limited information obtained 
by Maximum Intensity Projection (MIP) images of two time-interval CT scans.  

Current approaches still need more progress in computational efficiency and accu-
racy for investigating changes of pulmonary nodules in temporal chest CT scans. In 
this paper, we propose an automatic segmentation and registration method which 
provides more efficiency and robustness for matching time-interval lung surfaces. Our 
method consists of three steps. First, lungs are extracted from chest CT scans by the 
automatic segmentation method. Second, the gross translational mismatch is corrected 
by the optimal cube registration. This initial registration does not require extracting 
any anatomical landmarks. Third, the initial alignment is step by step refined by the 
iterative surface registration. To evaluate the distance measure between surface 
boundary points, a 3D distance map is generated by the narrow band distance propa-
gation, which drives fast and robust convergence to the optimum value. Experimental 
results show that our segmentation and registration method extracts accurate lung 
surfaces and aligns them much faster than conventional ones using a 3D distance 
map. Accurate and fast result of our method would be more useful for clinical appli-
cation of lung cancer screening. 

The organization of the paper is as follows. In Section 2, we discuss how to extract 
the lungs from other organs in chest CT scans and how to correct the geometrical 
mismatch. In Section 3, experimental results show how our segmentation method 
accurately extracts the lungs and how our registration method rapidly aligns lung 
surfaces of two time CT scans. This paper is concluded with brief discussion of the 
results in Section 4. 

2   Automatic Lung Segmentation and Registration  

For the registration of the current CT scan, called target volume, with the previous 
one, called template volume, we apply the pipeline shown in Fig. 1. Since our method 
is applied to the lung cancer screening, we assume that each CT scan is acquired at 
the maximal inspiration and the dataset includes the thorax from the trachea to below 
the diaphragm. Based on this assumption and experience, we found that rigid trans-
formation would be sufficient for the registration of temporal chest CT scans. 
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Fig. 1. The pipeline of the automatic lung segmentation and registration. 

2.1   Automatic Lung Segmentation Using a Hybrid Approach 

A precursor to the whole process for matching lung surfaces in two-time interval 
chest CT scans is lung segmentation. In particular, with the introduction of multislice 
spiral CT scanners bringing a large number of volumetric studies of the lung, it is 
critical to develop an efficient method that requires minimal or no human interaction 
for segmenting the precise lung boundary. In this section, we describe a fully auto-
matic segmentation method for accurately identifying lungs in chest CT scans. The 
method consists of three steps: 1) The extraction step to identify the lungs, 2) the 
separation step to delineate the trachea and large airways from the lungs, 3) the re-
finement step to obtain satisfactory lung region borders. 

The goal of the lung extraction step is to separate voxels of lung tissue from the 
surrounding anatomy. Generally, thresholding or 3D region growing is used to iden-
tify lungs [5]. Since high-density vessels in a lung are identified as lung voxels during 
the thresholding or 3D region growing process, the three-dimensional lung regions 
may contain unwanted interior cavities. To fill the lung regions and eliminate these 
interior cavities, the additional processing such as hole filling is required. To elimi-
nate this process, we apply 3D inverse seeded region growing (iSRG) for extracting 
the thorax from the surrounding anatomy followed by 2D iSRG for identifying the 
lungs in the thorax. For 3D and 2D iSRG, a seed point is automatically selected in the 
outside point of the thorax and of the lungs, respectively. The 3D connected compo-
nent labeling is then applied to remove voxels of air which surrounds the body, lungs, 
and other low-density regions within the volume. To reduce the memory use and 
computation time, the 3D connected component labeling is performed in low-
resolution volume. Since the intensities of the trachea and large airways are similar to 
those of the lungs, the lungs resulting from the extraction step still contain the trachea 
and large airways. The lung separation step removes the trachea and left and right 
mainstem bronchi. In this step, at first 2D morphological erosion is repeatedly applied 
to the lungs. 2D connected component labeling in low-resolution is then used to retain 
the only two largest components in the volume. Finally, a 2D morphological dilation 
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is proceeded iteratively to restore the approximated original boundary shape without 
reconnecting the trachea and large airways. After the lung separation step, some re-
gion of lung boundaries may be eroded. A lung refinement step gives an accurate and 
smoothed lung region borders. Fig. 2 shows the process of the lung refinement step. 
Fig. 2(a) and (b) is the results of the lung extraction step and the lung separation step, 
respectively. After subtracting Fig. 2(b) from Fig. 2(a), the largest connected compo-
nent is detected by the 3D connected component labeling as in Fig. 2(d). The 
smoothed lung region borders are obtained by subtracting Fig. 2(d) from Fig. 2(a).  

     
       (a)                          (b)                          (c)                          (d)                          (e) 

Fig. 2. The process of the lung refinement step (a) the result of the lung extraction step (b) the 
result of the lung separation step (c) subtraction of b from a (d) the largest component of c (e) 
subtraction of d from a.  

2.2   Initial Registration Using an Optimal Cube 

According to the imaging protocol and the patient’s respiration and posture, the posi-
tion of lung surfaces between template and target volume can be quite different. For 
the efficient registration of such volumes, an initial gross correction method is usually 
applied. Several landmark-based registrations have been used for the initial gross 
correction. To achieve the initial alignment of lung surfaces, these landmark-based 
registrations require the detection of landmarks and point-to-point registration of 
corresponding landmarks. These processes much degrade the performance of the 
whole system.  

To minimize the computation time and maximize the effectiveness of initial regis-
tration, we propose a simple method of global alignment using the circumscribed 
boundary of lung surfaces. A bounding volume, which includes left and right lung 
surfaces, is enlarged by a predefined distance d to be an optimal cube. The initial 
registration of two volumes is accomplished by aligning the centers of optimal cubes. 
The processing time of initial registration using an optimal cube is dramatically re-
duced since it does not require any anatomical landmark detection. In addition, our 
method leads to robust convergence to the optimal value since the search space is 
limited near an optimal value. 

2.3   Iterative Surface Registration Using a 3D Distance Map 

In a surface registration algorithm, the calculation of distance from a surface bound-
ary to a certain point can be done using a preprocessed distance map based on cham-
fer matching. Chamfer matching reduces the generation time of a distance map by an 
approximated distance transformation compared to a Euclidean distance transforma-
tion. However, the computation time of distance is still expensive by the two-step 
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distance transformation of forward and backward masks. In particular, when the ini-
tial alignment almost corrects the gross translational mismatch, the generation of a 3D 
distance map of whole volume is unnecessary. From this observation, we propose a 
narrow band distance propagation for the efficient generation of a 3D distance map. 

To generate a 3D distance map, we approximate the global distance computation 
with repeated propagation of local distances within a small neighborhood. To ap-
proximate Euclidean distances, we consider 26-neighbor relations for a 1-distance 
propagation as shown in Eq.(1). The distance value tells how far it is apart from a 
surface boundary point. The narrow band distance propagation shown in Fig. 3 is 
applied to surface boundary points only in the template volume. We can generate a 
3D distance map very fast since pixels are propagated only in the direction of increas-
ing distances to the maximum neighborhood.  

))(),1)((min(min)( )(26 iDPjDPiDP ineighborsj += −∈                      (1) 

 
               (a)                             (b)                                (c)                                (d) 

Fig. 3. The generation of the 3D distance map using a narrow band distance propagation (a) 
lung surface (b) distance 1 propagation (c) distance 2 propagation (d) distance dmax propagation. 

The distance measure in Eq. (2) is used to determine the degree of resemblance of 
surface boundaries of template and target volume. The average of absolute distance 
difference (AADD) reaches the minimum when surface boundary points of template 
and target volumes are aligned correctly. Since the search space of our distance meas-
ure is limited to the surrounding lung surface boundaries, the Powell’s method is 
sufficient for evaluating AADD instead of using a more powerful optimization algo-
rithm such as simulated annealing.  

∑
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AADD                              (2) 

where )(target iD  is the distance value of target volume and )(template iD is the distance 

value of the 3D distance map of template volume. We assume that )(target iD  are all set 

to 0. 
CN  is the total number of surface boundary points in target volume.  

3   Experimental Results 

All our implementation and test have been performed on an Intel Pentium IV PC 
containing 2.4 GHz CPU and 1.0 GB of main memory. Our method has been applied 
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to ten pairs of successive chest CT scans whose properties are described in Table 1. 
The performance of our method is evaluated with the aspects of visual inspection and 
accuracy. 

Table 1. Image conditions of experimental datasets 

Subject # 
Volume size 

(mm) 
Pixel size 

(mm) 

Slice 
thick-
ness 
(mm) 

# of 
no- 

dules 

Lung 
vo-

lume 
(cc) 

Subject # 
Volume size 

(mm) 
Pixel size 

(mm) 

Slice 
thick-
ness 
(mm) 

# of 
no- 

dules 

Lung 
vo-

lume 
(cc) 

Template 512x512x358 0.64x0.64 2.0 4469 Template 512x512x60 0.57x0.57 5.0 3291 
 1 

Target 512x512x316 0.66x0.66 2.0 
1 

4589 
 6 

Target 512x512x54 0.63x0.63 5.0 
1 

3161 

Template 512x512x270 0.57x0.57 2.0 3229 Template 512x512x37 0.57x0.57 8.0 3413 
2 

Target 512x512x270 0.55x0.55 2.0 
1 

3434 
7 

Target 512x512x41 0.52x0.52 8.0 
3 

2901 

Template 512x512x407 0.62x0.62 2.0 5773 Template 512x512x62 0.59x0.59 5.0 4454 
3 

Target 512x512x454 0.64x0.64 2.0 
1 

6135 
8 

Target 512x512x57 0.65x0.65 5.0 
2 

4505 

Template 512x512x446 0.55x0.55 2.0 3102 Template 512x512x61 0.62x0.62 5.0 3032 
4 

Target 512x512x379 0.54x0.54 2.0 
2 

2526 
9 

Target 512x512x62 0.71x0.71 5.0 
2 

3182 

Template 512x512x301 0.60x0.60 2.0 3287 Template 512x512x57 0.63x0.63 5.0 3984 
5 

Target 512x512x311 0.51x0.51 2.0 
8 

3532 
10 

Target 512x512x68 0.62x0.62 5.0 
4 

3755 

Fig. 4 shows the results of automatic lung segmentation. We can see that lungs 
with large curvature or complicated shapes are accurately extracted from the chest CT 
scans. 

 

Fig. 4. The results of the automatic lung segmentation. 

Fig. 5 shows the results of automatic registration of lung surfaces of subject 1. 
Fig. 5(b) shows the effectiveness of the optimal cube for initial registration. The posi-
tional difference between lung surfaces of template and target volumes shown in Fig. 
5(a) is much reduced as shown in Fig. 5(b) by the optimal cube registration. This 
initial alignment is further refined by the iterative surface registration until lung sur-
faces of template and target volumes are aligned exactly like Fig. 5(c). From the exact 
matching of lung surfaces, pulmonary nodule correspondences for each subject with 
nodules in target volume (light sphere) and nodules transformed from template vol-
ume into target volume (dark sphere) are shown.    
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(a)                                     (b)                                    (c)   

Fig. 5. The results of the automatic registration of lung surfaces in subject 1 (a) initial position 
(b) after initial registration (c) after iterative surface registration. 

In Fig. 6, the results of pulmonary nodule alignment of ten patients are reported on 
a per-center-of-mass point basis using the average Euclidean distance (AED) error 
between corresponding nodules of template and target volumes. In Fig. 6(a), the AED 
error of most subjects is significantly reduced by the initial registration. In subject 10, 
the AED error reduction in the initial registration is negligible since there is rotational 
difference with very little translational difference. In Fig. 6(b), the average value of 
AED error of the the Euclidean distance-based registration (Method 1), chamfer 
matching-based registration (Method 2), and our method are 5.48 voxels, 5.69 voxels 
and 5.55 voxels, respectively. Our method gives similar AED error to Method 1 but 
more accurate than Method 2. 

  
(a)                                                                 (b)   

Fig. 6. The accuracy evaluation of corresponding nodules using the AED error per subject. 

The average of the total processing time of Method 1, Method 2, and our method is 
155.2 sec, 76.0 sec and 44.5 sec, respectively. The total processing time of our 
method is dramatically reduced by the initial registration compared to Method 1 and 
Method 2. Moreover, our 3D distance map generation time is much faster than that of 
Method 1 and Method 2. 

4   Conclusion 

We have developed an accurate and fast method for matching lung surfaces of tempo-
ral chest CT scans. Our automatic segmentation using a hybrid approach extracts 
accurate lung surfaces. Using the optimal cube registration, the initial gross correction 
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of lung surfaces can be done much fast and effective without detecting any anatomical 
landmarks. In the subsequent iterative surface registration, our distance measure using 
a 3D distance map generated by the narrow band distance propagation allows rapid 
and robust convergence to the optimal value. Ten pairs of successive chest CT scans 
have been used for the performance evaluation with the aspects of visual inspection 
and accuracy. Our segmentation method gives an accurate lung boundary. In particu-
lar, lungs with large curvature or complicated shapes are accurately extracted. Our 
registration method gives similar accuracy to the Euclidean distance-based registra-
tion and much faster than the conventional ones using a 3D distance map. Accurate 
and fast result of proposed method can be successfully used for investigating temporal 
changes of pulmonary nodules in lung cancer screening. 
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Abstract. Previous works on breast tissue identification and abnormal-
ities detection notice that the feature extraction process is affected if
the region processed is not well focused. Thereby, it is important to
split the mammogram into interesting regions to achieve optimal breast
parenchyma measurements, breast registration or to put into focus a
technique when we search for abnormalities. In this paper, we review
most of the relevant work that has been presented from 80’s to nowadays.
Secondly, an automated technique for segmenting a digital mammogram
into breast region and background, with pectoral muscle suppression is
presented.

1 Introduction

Worldwide, more than 700,000 women die of breast cancer annually and it is
estimated that eight to twelve percent of women will develop breast cancer in
their lifetime.

Every effort directed to improve early detection is needed. Therefore, many
computer vision techniques applied to analysis of digital mammograms have been
proposed. Most of them require an initial processing step that splits the image
into interesting areas, such as the breast region, background and patient mark-
ings. For example, it is well known that information derived from mammographic
parenchyma patterns provides one of the most robust signs of risk of developing
breast cancer. The largest breast region to be processed, the more accurate the
classification of tissue will be. Moreover, the segmentation method should be
robust enough to handle a wide range of mammographic images obtained from
different image acquisition systems.

This work is part of a larger project called HRIMAC based on the analysis
of mammographic images following two different approaches: 1)A Computed
Aided Detection platform, which processes the mammograms as a second reader
looking for abnormalities using BI-RADS [1] classification, and 2)A featured
Computer Aided Diagnosis, which works as a Content Based Image Retrieval
System (CBIR). We provide a case with mammogram and personal data and
the system retrieves a set of similar cases from the database. This result tries to
be a new information source to support radiologist diagnose. In both features,
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the automatic breast segmentation into background and breast region without
artifacts (directly exposed area, the patient identification information and lead
markers), is a key objective to provide useful data to the computerized analysis.

In this paper, we will present some of these techniques following this classi-
fication: Histogram, Gradient, Polynomial Modelling and Classifier approaches.
In section 2.1, we propose an automated method to segment the digital mammo-
gram into breast region and background with a new pectoral muscle suppression
technique. Finally experimental and summary conclusions will be presented.

2 Works on Breast Region Segmentation

The breast gross-segmentation have been treated widely. Table 1 shows the ten-
dencies and distribution of methods from the firsts works to recent approaches.

Table 1. Classification of breast gross-segmentation proposals.

Methods 1980’s 1990’s 2000’s

Histogram Hoyer79 [2] Lau91 [3] Masek00 [4]
Yin91 [5]
Bick95 [6]
Byng96 [7]
Hein98 [8]

Gradient Semmlow80 [9] Méndez96 [10] Zhou01 [11]
Abdel-Mottaleb96 [12]

Morton96 [13]
Karssemeijer97 [14]

Polynomial Modelling Stomatakis94 [15]
Chandrasekhar96 [16]

Goodsitt98 [17]

Active Contours Ojala99 [18] Ferrari00 [19]
McLoughlin00 [20]

Wirth04 [21]

Classifiers Lou91 [22] Saha01 [23]
Rickard03 [24]
Wirth04 [25]

Tromans04 [26]

– Histogram based techniques. Probably one of the first attempts to sep-
arate the breast region was presented by Hoyer et al [2] and it was done
using simple histogram thresholding. The works of Lau et al [3], as well as
Yin et al [5], and Byng et al [7] used a simple thresholding to segment the
breast from the background. The work of Bick et al [6] presents a combina-
tion of local thresholding, region growing and morphological filtering. Hein
et al [8] propose their own global histogram thresholding, while Masek et
al [4] proposed a local thresholding method.
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– Gradient based techniques. Breast region extraction techniques based on
gradient have long been in use, since the early work of Semmlow et al [9],
who by means of spatial filters and a Sobel edge detector obtains the breast
boundary. Similarly, Méndez et al [10] use a two-level histogram threshold
to obtain the breast region and oriented upwards, the region is then divided
into three parts to track the boundary using the gradient. An evaluation of
the quality of the segmentation is provided using the “accurate” or “near ac-
curate” labels. They compare successfully their results to the work presented
by Yin et al [5]. The work presented by Karssemeijer et al [14] takes advan-
tage of a multiresolution scheme, processing in low-res and extrapolating the
result. Using a global thresholding technique they obtain a preliminary re-
gion, which is processed using a 3x3 Sobel operator, and the pectoral muscle
position is estimated via Hough transform. Abdel-Mottaleb et al [12] provide
an scheme based on different thresholds to find the breast edge. Using the
gradient of two images and its union they obtain a possible breast contour.
They found the boundary in 98% of the 500 images tested. The segmentation
presented by Morton et al [13] was another gradient based method. After
subtracting the background via an initial threshold, an edge was found by a
line-by-line gradient analysis. Zhou et al [11] presented an improvement of
this last approach.

– Polynomial Modelling based techniques. An early method proposed by
Stomatakis et al [15] was not a strict polynomial modelling. By means of an
image preprocessing technique to enhance the response of non-dark pixels,
a noise reduction process and a histogram threshold, they obtain the breast
region, but the boundary is smoothed using Cubic B-splines and samples
at fixed pixel intervals are extracted. Then a smooth curve is generated
through cubic polynomial calculations. One of the firsts, effective and real
polynomial modelling was presented by Chandrasekhar and Attikiouzel [16].
An initial threshold is used to approximate the breast region. Their method
provides around 94% acceptable results from 300 images from MIAS [27]
mammogram database. A quadratic/cubic polynomial fitting method was
proposed by Goodsitt et al [17] which is fitted by translation and rotation
the axes.

– Active Contours based techniques. One of the firsts applications of the
active contours on breast segmentation was presented by Ojala et al [18].
McLoughlin et al [20]. They apply a global threshold to obtain an initial
result. They statistically model the breast with the pixels inside the region
and a snake algorithm is applied to obtain the final boundary. On the other
hand, Ferrari et al [19] propose a method that firstly enhances the image
with a logarithmic transformation, and then an iterative technique (as the
Lloyd-Max least-squares) is applied to find and optimal threshold. Finally,
they use a B-Spline to approximate the boundary. Recently, Wirth et al [21]
propose an active contour to segment the breast. The method obtains two
preliminary regions using a convolution matrix to enhance the edges and
a dual threshold obtained by different techniques. They obtain the control
point for the snake with the comparison of the two regions. They evaluate
the method over the MIAS database.
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– Classifiers based techniques. Lou et al [22], used a clustering approach
to obtain an initial region, estimates the real boundary extrapolating and
linking those detected points. Saha et al [23] use a scale-based fuzzy connect-
edness algorithm. Rickard et al [24] presents Self-organizing map, a type of
unsupervised artificial neural network model. The method applied by Wirth
et al [25] was a fuzzy segmentation and evaluates the results in terms of
completeness and correctness comparing the images from the MIAS database
with a gold standard manually generated. Recently, Tromans et al [26], use
a mixture model to obtain a mathematical representation of the image back-
ground and the compressed parameters, combined with a Fourier model,
using an Expectation Maximization algorithm.

Summarizing, the traditional histogram based method has provided good and
quick results. This quality sometimes turns on weakness in difficult cases where
can be enhanced with local histogram or gradient approaches. The polynomial
modelling and active contours provide very good results with accurate profiles.

2.1 Our Method

Figure 1 shows a visual scheme of the proposed method. To achieve the seg-
mentation we propose a “two-phase” based method. It combines an adaptive
Histogram approach to separate the breast from the background (Phase A),
and a selective region growing algorithm to obtain pectoral muscle suppression
(Phase B).

Fig. 1. Global Segmentation. Breast region extraction and pectoral muscle suppression.

Phase A. Breast Segmentation. Figure 1 shows the steps followed from the
original mammogram to obtain the breast mask. A global histogram is calculated
and smoothed with a gaussian operator. N consecutive percentage of bright pixels
are tested to obtain N thresholds (ie. 10%, 15%, 20% that in grey level means
220, 210, 200). Each value is used in order to threshold the image and obtain
masks which are overlapped. The region defined by the boundary of the smallest
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threshold to the boundary of the largest one is statistically evaluated to calculate
the mean of the grey level which is used as our final threshold value. The result
of applying this threshold is a collection of different regions. The largest one is
the union of the breast and the pectoral muscle. We extract this largest region
using a Connected Component Labelling algorithm [28]. In Figure 1, the region
of interest of the breast has been extracted from the pectoral muscle using the
region growing algorithm described above. In the following section we introduce
a new method to detect the pectoral muscle using a selective region growing
approach.

Phase B. Extracting the Pectoral Muscle. This operation is important in
mediolateral oblique view (MLO), where the pectoral muscle, slightly brighter
compared to the rest of the breast tissue, can appear in the mammogram.

Previous work related to pectoral muscle suppression used Hough Trans-
form [14, 29], assuming that the boundary between the pectoral muscle and the
breast can be approximated by a straight line. Other related works are the one
of Yam et al [30] whose work introduces a curvature component to the Hough
estimation and the work presented by Ferrari et al [31] who propose a polyno-
mial modelling of the pectoral muscle. The method we propose is inspired in the
proposal of Georgsson [32] and in summary it follows the three steps:

1. Breast localisation and orientation. To classify the mammogram as
right or left breast, we compare both sides of the breast profile, and using
the curvature detected in each one, it is straightforward to determine the
orientation.

2. Region growing intensity threshold estimation (RG). Once the ori-
entation is known, a seed is placed inside the pectoral muscle (the first pixel
of the non-curved side). A statistical region growing algorithm (RG) grows
from this seed to fill the whole region of the pectoral muscle. A size restric-
tion has been applied to avoid a wrong growing. When the limit of growing
is exceeded, the growing criteria is corrected. This correction is estimated
from the histogram of the previous region grown, progressively decreasing
the initial value of the growing criteria. Then the RG is restarted as shown
in Figure 2. If a correct growing is not found in finite steps, the initial mask
is provided as a result and the no existence of pectoral muscle is assumed.

3. Boundary refinement. Finally, the pectoral muscle is suppressed from the
breast region, and a morphological operator is applied to refine the boundary.

3 Experimental Results

We have used the public database MiniMIAS [33] to test our method. It is a
reduced version of the original MIAS Database (digitized at 50 micron pixel
edge) that has been reduced to 200 micron pixel edge and clipped or padded so
that every image is 1024x1024 pixels.
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(a) (b) (c) (d)

Fig. 2. Pectoral muscle removal. Region growing criteria correction. (a) original im-
age,(b),(c) wrong RG (d) final correct RG.

Figure 3 shows three representative results. We have tested over 320 images,
and we have obtained a 98% of “near accurate” results, which include the “ac-
curate” results. About the muscle substraction, we have obtained a 86% of good
extractions. Those results are obtained from a visual inspection of the images
carried out by experienced radiologists and technicians trained with those kind
of images. We should notice that some of them are a little bit over or under seg-
mented. The behavior of the method shows an over-segmentation of the breast
in cases with dense tissue, where the contrast between the muscle and the tissue
is fuzzy. In that cases, our method rejects the muscle detection and provides
the region obtained without suppressing the muscle as a final result. A possible
solution could be to impose shape restrictions to the growing process. To sum-
marize, the results obtained by the method show that it is a robust approach
but it can be improved in terms of accuracy. Even so, we accept this method
because it provides useful regions (there is no meaningful loss of information).

(a) (b) (c) (d)

Fig. 3. An example of the performance of the presented approach on the segmentation
of the profile of four different breasts.
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4 Conclusions and Further Work

The literature survey will be a useful resource for others researching in this area.
A new method to segment the breast with pectoral muscle suppression has been
presented. The results obtained over MiniMIAS database have shown a general
good behavior. In this sense we will focus our efforts to enhance the method as
we consider that is important to take some shape features into account to deal
with the more accurate pectoral muscle suppression. The results have shown that
problems with the image acquisition, background noise, artifacts and scratches
could all influence the reliability of the algorithm.
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22453-900, Rio de Janeiro, RJ, Brazil

mgattass@tecgraf.puc-rio.br

Abstract. The present work seeks to develop a computational tool to
suggest the malignancy or benignity of Solitary Lung Nodules by means
of analyzing texture measures obtained from computerized tomography
images.Two methods are proposed, that analyze the nodules’ texture by
means of the Spatial Gray Level Dependence Method and a geostatistical
function denominated semivariogram. A sample with 36 nodules, 29
benign and 7 malignant, was analyzed and the preliminary results
of these methods are very promising in characterizing lung nodules.
The obtained results suggested that the proposed methods have great
potential in the discrimination and classification of Solitary Lung
Nodules.

1 Introduction

Lung cancer is known as one of the cancers with shortest survival after
diagnosis [1]. Therefore, the sooner it is detected the larger is the patient’s chance
of cure. On the other hand, the diagnosis accuracy grows with the amount of
information that the physicians have available.

Solitary lung nodules are approximately round lesions less than 3 cm in
diameter and completely surrounded by pulmonary parenchyma. Larger lesions
should be referred to as pulmonary masses and should be treated under the
assumption that they are most likely malignant - prompt diagnosis and resection
are usually advisable [1].
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A number of techniques have been proposed to produce objective measures
of Lung Nodules, based on texture, to ascertain malignancy or benignity. The
most promissing texture processing algorithms are mainly based on statistical
parameters, such as the Spatial Gray Level Dependence Method-SGLDM, the
Gray Level Difference Method-GLDM, and the Gray Level Run Length Matrices
Method-GLRLM [2]. Other studies have involved the use of geostatistical
parameters deduced from the variogram function as [3].

In this paper we analyze and compare the application of two methods based
on texture (distribution attenuation coefficients) to the diagnosis of solitary lung
nodules: the Spatial Gray Level Dependence Method and the Semivariogram. All
the extracted measures of the methods are applied to the 3D nodules and are
based on Computerized Tomography (CT) images.We consider nodules extracted
from the original CT images using a 3D region-growing algorithm with voxel
aggregation. The nodules’ malignancy or benignity is determined by applying
linear stepwise discriminant analysis and multilayer perceptron neural networks.
The validation of the classifiers is done by means of the leave-one-out technique.
The analysis and evaluation of tests are done using the area under the ROC
curve.

This paper is organized as follows. Sections 2 and 3 discuss the studied
method groups and classification techniques, respectively. Discussion and
analysis of the results using the methods, stepwise discriminant analysis,
multilayer perceptron neural networks and ROC curve are treated in Section 4.
Finally, Section 5 presents some concluding remarks.

2 Texture Analysis Methods

The proposed methods analyzes nodules’ texture by means of a classical image-
processing method, the Spatial Gray Level Dependence Method (also called
co-occorrence matrix), and by means of a geostatistical function called the
semivariogram. The objective of these two methods is to obtain measures to
discriminate benign lung nodules from malignant ones.

The Spatial Gray Level Dependence Method – SGLDM is a texture analysis
technique that has been frequently used in 2D image segmentation and
identification [4], [5] and [6]. Specific applications to medical images can be
found in [2] and [5].

The SGLDM matrix is formed by tabulating the number of occurrences of
each pixel gray level pair (i, j) that occurs within the ROI at a distance d along
a direction defined by an angle θ. The choice of distance and angle combination,
as well as the quantization level, is somewhat arbitrary.

To compute the SGLDM matrix in 3D, for each voxel we find all voxels gray
level pairs that are at a distance d and acumulate their number of occurencies,
then we normalize the matrix. As the SGLDM matrix dimension depends on the
number of gray level pairs in the ROI, we perform a quantization in the ROI
gray levels to reduce it and the associated noise.

For the nodule classification we used just 6 of the 13 measures proposed by
Haralick et al. [6] to perform pattern recognition based on SGLDM matrix M .
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The measures used in this work are: Contrast (
G−1∑
i=0

G−1∑
j=0

Mi,j(i− j)2);

Homogeneity (
G−1∑
i=0

G−1∑
j=0

Mi,j

1+(i−j)2 ); Angular second moment (
G−1∑
i=0

G−1∑
j=0

M2
i,j ;

Entropy (−
G−1∑
i=0

G−1∑
j=0

Mi,j log(Mi,j)); Variance:
G−1∑
i=0

G−1∑
j=0

(i− μ)
2

Mi,j , where μ

represents M’s mean; and Correlation (−
G−1∑
i=0

G−1∑
j=0

Mi,j

[
(i−μi)(j−μj)√

(σ2
i )(σ2

j )

]
, where μ

is the mean and σ is the standard deviation of M.
Semivariance is a measure of the degree of spatial dependence between

samples, depending on the distance between them. The plot of the semivariances
as a function of distance from a point is referred to as semivariogram. The
semivariogram summarizes the strength of associations between responses as a
function of distance, and possibly direction [7]. Typically we assume that spatial
autocorrelation does not depend on where a pair of observations (in our case,
voxel or attenuation coefficient) is located, but only on the distance between the
two observations, and possibly on the direction of their relative displacement.

The semivariogram is depicted by its sill, range and nugget. Sill is the
asymptotic value; range is the distance at which this asymptotic value occurs;
and nugget is the semivariance at a distance 0.0, that is, the intercept. It is
defined by

γ(h) =
1

2N(h)

N(h)∑
i=1

(xi − yi)2 (1)

where h is the lag (vector) distance between the head value (source voxel), yi,
and the tail value (target voxel), xi, and N(h) is the number of pairs at lag h.

When computing directional semivariograms in 3D we define the
azimuth(rotation in the horizontal plane) and dip (rotation from the horizontal
plane) angles as the direction vector.

3 Classification Algorithms

A wide variety of approaches has been taken towards the classification task.
This section provides an overview of Fisher’s Linear Discriminant Analysis
(FLDA) and Multilayer Perceptron based on the statistical and neural network
paradigms.

The FLDA approach looks for linear combinations of the input variables
that can provide an adequate separation for the given classes. The discriminant
functions used by LDA are built up as a linear combination of the variables that
seek to somehow maximize the differences between the classes:

y = β1x1 + β2x2 + · · ·+ βnxn = β
′
x (2)

The problem then is reduced to finding a suitable β vector. The method
searches for a linear function in the attribute space that maximizes the ratio
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of the between-group sum-of-squares (B) to the within-group sum-of-squares
(W ). This can be achieved by maximizing the ratio β′Bβ

β′Wβ and it turns out that
the vector that maximizes this ratio, β, is the eigenvector corresponding to the
largest eigenvalue of W−1B. Hence the discriminant rule can be written as:

x ∈ i if
∣∣βTx− βTui

∣∣ < ∣∣βTx− βTuj

∣∣ , for all j �= i (3)

where W =
∑

niSi and B =
∑

ni(xi − x)(xi − x)
′
, and ni is class i sample size,

Si is class i covariance matrix, xi is the class i mean sample value and x is the
population mean.

Stepwise discriminant analysis was used to select the best variables to
differentiate between groups. These measures were used by Fisher’s Linear
Discriminant Analysis and by Multilayer Perceptron Neural Networks classifiers.

The Multilayer Perceptron - MLP, a feed-forward back-propagation network,
is the most frequently used neural network technique in pattern recognition [8].
Briefly, MLPs are supervised learning classifiers that consist of an input layer,
an output layer, and one or more hidden layers that extract useful information
during learning and assign modifiable weighting coefficients to components of
the input layers. During training, MLPs construct a multidimensional space,
defined by the activation of the hidden nodes, so that the two classes (benign
and malignant nodules) are as separable as possible. The separating surface
adapts to the data.

In order to validate the classificatory power of the discriminant function, the
leave-one-out technique [9] was employed. Through this technique, the candidate
nodules from 35 cases in our database were used to train the classifier. The
trained classifier was then applied to the candidate nodules in the remaining
case. This technique was repeated until all 36 cases in our database had been
the “remaining” case.

In order to evaluate the ability of the classifier to differentiate benign from
malignant nodules, we used the area (AUC) under the ROC curve (Receiver
Operating Characteristic) [10].

4 Results

This section shows the results of applying the two proposed methods of texture
characteristics extraction for a set of nodules and the results obtained from
the use of discriminant analysis and multilayer perceptron classifiers to the
classification of the nodules between malignant and benign classes.

In the test we used images acquired from an Helical GE Pro Speed
tomography, with resolution of 512×512 pixels, voxel size 0.67× 0.67× 1.0 mm.
The images were quantized in 12 bits and stored in the DICOM format.

The tests described in this paper were carried out using a sample of 36
nodules, 29 benign and 7 malignant. It is important to note that the nodules were
diagnosed by physicians and had the diagnosis confirmed by means of surgery
or based on their evolution. Such process takes about two years, which explains
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the reduced size of our sample. The sample included nodules with varied sizes
and shapes, with homogeneous and heterogeneous characteristics, and in initial
and advanced stages of development.

Figure 1 show the application of the SGLDM method, we can notice that
benign nodules have a more distributed voxel density than the malignant one.

Fig. 1. SGLDM method applied to the test nodules.

Figure 2 shows the application of experimental semivariograms to test
nodules. We can notice that benign nodules have a higher sill than malignant
ones, and that their initial slope is much more accentuated. The graph analysis
shows the presence of more dispersion in benign nodules than in malignant ones.

Fig. 2. Semivariogram applied to the test nodules.

Figures 3 and 4 exemplify, respectively, the application of the semivariogram
function to a benign nodule and to a malignant nodule. The curves show the
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computed variance in twelve specified directions (dip equal to 0◦,−45◦ and −90◦,
and azimuth equal to 0◦, 45◦, 90◦, and 135◦), in relation to several distances. We
can conclude from the results that the semivariogram function presents isotropic
characteristics in the tests undertaken.

Fig. 3. Semivariogram applied to the test
nodules.

Fig. 4. Semivariogram applied to the test
nodules.

We used 26 neighbors in the SGLDM and tested the method with a distance
of 1, 2 and 3 voxels and number of gray levels of 8, 16, 32, 64 and 256. Thus, we
have 90 measures for the SGLDM method.

The stepwise discriminant analysis selected 9 out of 90 measures to be
analyzed by the FLDA and MLP classifiers. By analyzing these selected
measures, some considerations can be made: i) only one of the selected measures
was quantized with 8 gray levels; this is explained by the fact that the smaller
the number of gray levels, the larger the amount of information lost; ii) only
one selected measure was quantized with 256 gray levels, because the larger the
number of gray levels, the sparser is the resultant matrix or histogram, and
consequently the analysis becomes statistically poor.

Table 1 shows the results of SGLDM method based on the studied classifiers.
The areas under the ROC curve for the two classifiers were above 0.9, which
means results with excellent accuracy. There is not a statistically significant
difference between the ROC curves of the two classifiers (p-value = 0.641).

In the semivariogram study, analytical models for the geostatistical function
were not used; instead, empirical geostatistical function was employed. The
measures (variables) extracted, considered as texture signatures, were obtained
by computing the semivariogram function for a set of directions: dip (Z) 0◦,−45◦,
and −90◦. For each dip the azimuth (X and Y) is 0◦, 45◦, 90◦, and 135◦. The
adopted lag separation distance (h) was 1 mm, with tolerance angle of ±22.5◦,
and tolerance lag of ±0.50 mm. The maximum number of lags depends on the
size of each image (volume). We have selected the first three and the last lags
(h) in a specific direction for each function. They were selected because we were
interested in verifying slight variations in small distances, but without rejecting
the information of larger distances. In total, we have 36 measures (3 dips × 4
azimuths × 4 lags) for the semivariogram.
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Table 1. Accuracy analysis in the diagnosis of lung nodules.

Method Classifier Benign Malignant Accuracy AUC
(%) (%) (%)

SGLDM FLDA 89.7 71.4 86.1 0.946
MLP 89.7 85.7 88.8 0.906

Semivariogram FLDA 93.1 100.0 94.4 1.0
MLP 96.5 100.0 97.2 1.0

The stepwise technique selected 5 from the 36 measures to be analyzed by
the FLDA and MLP classifiers. By analyzing these selected measures, some
considerations can be made: i) no selected measure had lag equal to 1, which
contradicts our initial idea that using small lags we will provide details of the
lung nodules; ii) four selected measures had dip with value different from 0◦,
showing that the nodules’ 3D characteristics are essential to their discrimination
and classification.

Table 1 shows the results of semivariogram function based on the studied
classifiers. Analyzing the area under the ROC curve, we have observed that the
two classifiers have AUC = 1.0, which means results with excellent accuracy. Of
course, there is not a statistically significant difference between the ROC curves
of the two classifiers (p-value = 1.0).

The results show that the analysis of individual and combined groups
provides an accuracy of over 80% in the diagnosis of lung nodules. Moreover, we
can observe the following: i) there isn’t a great predominance of one of the two
classifiers; ii) all tests performed demonstrated that the accuracy in the diagnosis
is considered excellent; iii) semivariogram function have AUC = 1.0, considered
perfect, which it isn’t present in the SGLDM.

Due to the relatively small size of the existing CT lung nodule databases
and the various CT imaging acquisition protocols, it is difficult to compare the
diagnosis performance between the developed algorithms and others proposed
in the literature.

5 Conclusion

This paper has presented two methods to analyze the nodules’ texture by means
of the Spatial Gray Level Dependence Method and semivariogram function with
the purpose of characterizing lung nodules as malignant or benign. The measures
extracted from SGLDM method and semivariogram function were analyzed and
had great discriminatory power, using discriminant analysis to classify and the
ROC curve to evaluate the obtained results. The number of nodules studied in
our dataset is too small and the disproportion in the samples does not allow us to
make definitive conclusions, However, the results obtained with our sample are
very encouraging, demonstrating that the linear discriminant and the multilayer
perceptron classifiers using characteristics of the nodules’ texture can effectively
classify benign from malignant lung nodules based on CT images. Nevertheless,
there is the need to perform tests with a larger database and more complex cases
in order to obtain a more precise behavior pattern.
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Despite the good results obtained only by analyzing the texture, further
information can be obtained by analyzing the geometry. As a future work, we
propose a combination of texture and geometry measures for a more precise and
reliable diagnosis.
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Abstract. Although screening mammography is widely used for the
detection of breast tumors, it is difficult for a radiologist to interpret
correctly a mammogram. It is possible to improve this task by using a
computer aided diagnosis system (CAD) which highlights the areas most
likely to contain cancer cells. In this paper, we present and compare
five different feature extraction methods for breast cancer detection in
digitized mammograms. All the methods are based on features extracted
from a local window and on a k-nearest neighbor classifier with fast
search.

1 Introduction

Mammographic screening programs are currently an effective method to detect
breast cancer at an early stage. Nevertheless, it is difficult for a radiologist to
interpret correctly a mammogram due to the extremely wide variation in the
mammographic appearance of normal and abnormal tissue of the breast. Ret-
rospective studies have shown that, in current breast cancer screening, between
10% and 25% of the tumors are missed by the radiologist [19, 20]. While false
positive errors may result in an unnecessary biopsy, false negative errors may
result in delayed diagnosis of an actual cancer.

There is a clear need for methods of automatic detection of suspicious tissue
in mammograms. Currently, automated analysis of digital mammograms is an
active research field which aims to help radiologists to improve the diagnosis,
reducing both the number of tumors that are missed (false negatives) and the
number of biopsies of healthy tissue (false positives).

Following this idea, different schemes of feature extraction and classifica-
tion methods have already been used to detect and classify regions of interest
(ROI) in medical images in general and breast tumors in digitized mammograms
in particular. Among the feature extraction approaches used in the literature,
Laplacian of Gaussian filtering, template matching, methods based on gradi-
ent [3], space gray level dependence matrices (SGLDM) [2, 6, 16], independent
� This work has been partially supported by the Spanish CICYT under grant TIC2003-
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component analysis (ICA) [6], fractal analysis [7], support vector machines [4]
and wavelets [13] have been commonly used in tissue segmentation. On the
other hand, numerous classification methods have been tested, which are based
on Markov models [16], neural networks [6] and k-nearest neighbors (k-NN) [16].

In this paper, a comparison of different feature extraction methods for au-
tomatic detection of tumors in digitized mammograms is presented. We have
tested and compared five feature extraction approaches: gray-map, Sobel, Spa-
tial Gray Level Dependence Matrices (SGLDM), Average Fraction Under the
Minimum (AFUM) [11] and a new approach based on the previous one, called
Set of Fractions Under the Minimum (SFUM). In all of these approaches, a k-NN
classifier based on kd-trees has been used.

2 Approach

In a classical classifier [8], each object for training and test is represented by a
feature vector, and a discrimination rule is applied to classify a test vector. In
the image classification problem, this feature vector is usually obtained using a
pixel-based method (local image properties are computed at each pixel).

In our work, in order to model both cancerous tissue and healthy tissue, the
training images are sampled using a sliding window W . A feature vector v1 is
formed by applying one of the approaches mentioned above over the pixels in
W . Then, Principal Component Analysis (PCA) is applied to v1, forming a new
vector v2 of lower dimensionality. This vector v2 (prototype), together with a
label (cancer/no-cancer) is stored into the model. During the evaluation phase,
test points are classified using a k-nearest neighbors (k-NN) scheme with an
approximate search method based on kd-trees [1].

Since tumors present large variations in size, a multi-resolution scheme has
been used to overcome the scale-invariant problem. For this purpose, images
containing a tumor are properly scaled in the training phase, in order to nor-
malize the lesion to a fixed size. Then, during the test, each image is evaluated
at several different scales so that a tumor, if present, can be detected in one of
these scales.

2.1 Feature Extraction

Every pixel in a digitized mammogram can be represented by a feature vector
computed according to their neighbor pixels. In our case, given a pixel, the neigh-
borhood is defined by a square window Wn of n×n pixels centered in this pixel.
This window is shifted along the image and processed to extract the features of
every pixel in the mammogram. The window Wn is preprocessed by normalizing
the gray-level values of its pixels, so as the mean is zero and the standard devia-
tion is one. Then, this window is processed in different ways, according to differ-
ent feature extraction approaches: gray-map, Sobel Filter, SGLDM, AFUM [11]
and SFUM. All these methods, but the AFUM, obtain feature vectors whose
dimensionality depends on the value of the parameter n. The dimensionality of
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the feature vectors are reduced by using principal component analysis (PCA).
The AFUM algorithm, instead of generating feature vectors, gives a single fea-
ture for each pixel, which is be used directly as a confidence value to classify it.
Each of the feature extraction methods proposed in this work are subsequently
discussed:

Gray-Map. Although using the gray-map around the pixel as its feature vec-
tor is a very simple option, we have found that gray-maps followed by PCA,
extracted massively for every pixel neighborhood in the image and stored as
prototypes, gives very consistent results compared to other more sophisticated
feature extraction methods usually employed in image recognition [15, 16].

To evaluate this approach, n2-dimensional vectors are formed with the nor-
malized gray-level values of the window Wn. Then, these vectors are projected
into a lower-dimensionality space by means of PCA and stored as prototypes.

Sobel. A common way to enhance objects edges in an image is by convolution
with a Sobel Filter. The Sobel filter consists of two kernels which detect hori-
zontal and vertical changes in an image. If both kernels are applied to an image,
the results can by used to compute the magnitude and direction of the edges in
the image. In our approach we only compute the magnitude of the edges.

This method has the advantage of short computation time. Nevertheless it
is strongly vulnerable to noise and use to produce disconnected contours. It is
implicitly tuned to detect edges three pixels wide.

SGLDM. Many approaches to tissue segmentation in medical images are based
on texture descriptors such as Spatial Gray Level Dependence Matrices (SGLDM,
also known as Coocurrence Matrices) [14], Fractal features [5], and other kinds
of textural features [12]. In this work, we have tested SGLDM descriptors.

We have used a subset of the SGLDM descriptors defined in the original work
by Haralick et al. [10]: Angular Second Moment, Contrast, Correlation, Variance,
Inverse Difference Moment, Sum Average, Sum Variance, Sum Entropy, Entropy,
Difference Variance and Difference Entropy.

To compute the SGLDM descriptors, each image had previously been pre-
processed using standard vector quantization so that its number of gray-levels
was reduced from 256 to exactly 20. The 11 descriptors cited above were ex-
tracted from 16 matrices corresponding to four angles (0, π

4 , π
2 and 3π

4 ) and 4
distances (1 to 4 pixels), giving a total of 176 parameters. These parameters
were normalized using a basis computed from a subset of the training set, giving
a variance of approximately 1.0. Finally, each resulting 176-dimensional vector
was projected into a lower-dimensionality space by means of PCA.

AFUM. In [11], Heath and Bowyer define a mass detection algorithm called
average fraction under the minimum (AFUM). Given a pixel pij , the fraction
of pixels at a distance r2 from pij that have a lower intensity value than all
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the pixels in a circle defined by center (i, j) and radius r1, is computed. This
calculation is done over a range of r1 and r2, and the average of all these values
is computed. The advantage of this algorithm is that it is invariant to rotations
and it does not require a learning or parameter training process.

SFUM. Although it can be and advantage to have a single feature for each
pixel, as in the AFUM algorithm described above, a loss of information occurs
when the average of a set of features is computed. To try to avoid it, we propose a
variant of the AFUM algorithm. Instead of computing the average, the whole set
of fractions under the minimum (SFUM) is taken into account, giving a feature
vector instead of a single scalar. If the dimensionality of this vector is considered
too high, it can be reduced by means of PCA. The feature vectors computed
for each window Wn are stored as prototypes. Finally, a test point is classified
according to the k-NN rule described in Section 2.3.

2.2 Building the Model

For all the methods presented in Section 2.1 but the AFUM, a model with a
number of prototypes of both classes (cancer and non-cancer), extracted from
297 different mammograms, was built.

We have a representative sample of class cancer, but we do not have a repre-
sentative sample of healthy tissue. A technique often used to avoid the problem
of using a huge training set for healthy tissue is bootstrapping, selectively adding
images to the training set as the classifier is trained [9].

To do that, an initial model was first built from the central pixels of all
the regions labeled with some type of tumor, and from the pixels of the 10%
of healthy mammograms in the dataset. Each region containing a tumor was
scaled to a fixed size of 20 × 20 pixels and rotated every 6 degrees to obtain
a rotational invariant representation. These rotations were not performed in
the case of AFUM and SFUM algorithms, as these approaches are inherently
invariant to rotations.

Secondly, the remaining non-cancerous mammograms that were not employed
in the previous step, were used to expand the training set using the aforemen-
tioned bootstrapping scheme. In each bootstrap iteration, feature vectors of one
different mammogram were extracted and classified using the model built in the
last iteration (or the initial model for the first iteration). Only those vectors
classified as cancer (false positives) were added to the model.

2.3 k-NN Classification

The k-Nearest Neighbor (k-NN) rule is a powerful and robust classification
method with well-known theoretical properties and ample experimental success
in many pattern recognition tasks. The major drawback often cited for this
method is the computational cost. In this work, approximate nearest neighbors
search in kd-trees has been used to reduce the temporal cost [1].
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Kd-trees and the approximate search algorithm have been successfully used
in other pattern recognition tasks, allowing to drastically decrease the search
time while keeping recognition rates [17].

In this work, to classify a test point, instead of classifying it accordingly to the
most voted class, a confidence criterion function that depends on the distances
to the k-nearest neighbors has been used:

fc =

∑
i∈sc

1
d(p, ni)

k∑
i=1

1
d(p, ni)

,

where fc is the confidence of class c, d(p, ni) is the distance from the test point p
to the i−neighbor and sc is the set of sub-indices of the prototypes belonging to
class c among the k nearest neighbors found n1 . . . nk. Since ours is a two-class
problem, only the confidence of one class, cancer, is computed. When a threshold
T is set, a pixel is considered cancer if that confidence is larger than T . In our
case, instead of selecting a specific threshold, classification rates are computed
for different values of T , generating a receiver operating characteristic (ROC)
curve.

To avoid using the same images (and therefore the same prototypes) in train-
ing and test, a leave-one-out technique has been employed, guaranteeing that
when a mammogram is being evaluated, not only that one, but the other mam-
mogram of the same patient, are left out from the training set.

3 Experiments and Results

The proposed approaches were applied to the Mammographic Image Analysis
Society (MIAS) Database [18]. The MIAS database contains 322 mammograms
corresponding to the left and right breasts of 161 patients. From the 322 mam-
mograms, 115 have some kind of abnormality and the remaining 207 belong to
patients without any tumor. Abnormalities are classified in 6 different groups:
calcifications, circumscribed masses, spiculated masses, architectural distortions,
asymmetries and other ill-defined masses. Unfortunately, in the case of calcifica-
tions, the ground truth region contains much more healthy tissue than affected
tissue. This is due to the shape of calcifications, which are small lesions spreaded
into a wide area. For this reason, calcifications were not included in the training
set nor evaluated in the test. Leaving the calcifications out, the database consists
of 90 cancerous mammograms of a total of 297. Figure 1 shows a mammogram
with a spiculated tumor. It can be appreciated how the region with the affected
tissue does not differ much from other regions corresponding to healthy tissues.

A number of experiments were carried out to compare the performance of
the feature extraction methods proposed. An evaluation set consisting of 3398
regions of interest (ROIs) was created. Of the 3398 regions, 90 correspond to the
central pixel of each tumor defined in the dataset, 820 correspond to manually
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Fig. 1. Mammogram with spiculated cancer.

selected pixels of different mammograms with a high similarity to cancerous
tissue, and the remaining 2488 correspond to healthy tissue randomly selected.

Each of the methods proposed in Section 2.1 was evaluated using the test set
described above. For each ROI, feature vectors (or a single feature in the case of
AFUM algorithm) were computed at different scales. These feature vectors (test
points) were classified as explained in Section 2.3, giving a confidence value for
each tested scale. In the case of the AFUM algorithm, the value of the feature
computed was used directly as confidence value. The mean of the confidence
values computed at each scale was then obtained, giving a single confidence
value for each ROI.

The true positive rate and false positive rate of the evaluated regions were
computed at different thresholds. These rates were represented by a response
receiver operating characteristic (ROC) curve. Figure 2 shows the ROC curves
obtained in each of the feature extraction methods proposed, while Table 1
shows the areas under the ROC curves (AUC). The parameters used in these
experiments were: 30 nearest neighbors, 30 principal components, 11 scales, and
a sliding window Wn of 16× 16.

Table 1. Area under the ROC curve (AUC) obtained in each of the feature extraction
methods proposed.

Method Gray Map SGLDM Sobel AFUM SFUM

AUC 0.911 0.814 0.807 0.854 0.910
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Fig. 2. ROC curve obtained in each of the feature extraction methods proposed.

4 Conclusion

This work presents a comparison of five different feature extraction techniques
for breast cancer detection. The results obtained show that the Gray-map and
SFUM methods are clearly better than the rest. The combination of a straightfor-
ward feature extraction method as the Gray-map and the Principal Components
Analysis seems to be a good approach for this problem. Also, it is remarkable
that the AFUM algorithm, being a simpler unsupervised method, achieve a good
behavior for this task. The proposed SFUM method improves the behavior of
the original AFUM as we had supposed. More complicated feature extraction
methods like SGLDM and edge-based method like Sobel filter convolution seem
not to work properly for this task.
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Abstract. This paper presents a robust multiscale method to create
thinned ridge map of fingerprint for automatic recognition by employing
an elaborately designed wavelet function. Properties of the new wavelet
function are substantially investigated. Some desirable characteristics of
the local minimum produced by wavelet transform show that they are
suitable to describe skeleton of ribbon-shape objects. A multiscale thin-
ning algorithm based on the modulus minima of wavelet transform is
proposed. The proposed algorithm is able to improve the skeleton repre-
sentation of the ridge of fingerprint without side-effects and limitations
of previous methods. Thinned ridge map helps to facilitate minutiae ex-
traction for matching. Experiments validated effectiveness and efficiency
of the proposed method.

1 Introduction

Among various biometric techniques, fingerprint recognition is regarded as the
most popular and reliable means for automatic personal identification. During
past years, Automatic Fingerprint Identification System (AFIS) has received
increasingly more attention [1–3]. AFISs dealing with small size database have
reached a satisfactory level, the trend of research is to develop algorithms for
fingerprint identification systems that can search relatively large databases for
online applications.

Most classical fingerprint recognition algorithms [1–4] take the minutiae as
the distinctive features to represent the fingerprint in the matching process.
Minutiae are ridge ending and ridge bifurcations, as shown in Fig. 1. Minutia
extraction is a key step in building a high performance AFIS. It mainly con-
sists of following steps: orientation field estimation, ridge thinning and minutiae
extraction. Generally speaking, if an ideal thinned ridge map can be obtained,
then minutia extraction is just a trivial task of identifying singular points. Thus
the estimation of thinned ridge map plays an important role in AFIS. Therefore,
an algorithm to extract ridge map accurately and robustly is desired [1–4].

Many algorithms have been proposed for the extraction of the thinned ridge
map, but the results are not satisfactory, especially for poor quality fingerprint
images. Due to imperfections of the thinned ridge map, minutiae extraction
methods are prone to missing some real minutiae while picking up spurious
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points (artifacts) [1, 3–5]. Imperfections of the ridge map can also cause errors
in determining the location coordinates of the true minutiae and their relative
orientation in the image.

Thinned algorithms can be classified into direct and indirect computing meth-
ods [6, 7]. Some drawbacks of the direct computing methods badly affect their
performance. The generated skeletons are in discrete forms which is not helpful
for recognizing the underlying shape. Secondly, even if skeleton pixels are linked,
the resulting skeleton may not be centred inside the underlying shape due to the
use of discrete data.

Bifurcation

Bifurcation

Ridge Ending

Ridge Ending 

Bifurcation

Fig. 1. A minutiae feature (a ridge ending and a bifurcation) in a fingerprint image.

Alternatively, skeletons can be computed indirectly [7, 8]. In an indirect skele-
tonization processing, the skeleton of shape is referred to as the locus of the sym-
metric points or symmetric axes of the local symmetries of the shape contour
[9]. Different local symmetry analyse maybe result in different symmetric points,
and hence different skeletons are produced, such as Symmetric Axis Transform
[9], Smoothed Local Symmetry [10], Process-Inferring Symmetry Analysis [11]
and the latest maximum modulus symmetry of wavelet transform [8]. However,
the major problem of the indirect computing technique lies in the difficulty of
accurately identifying local symmetries of the underlying shape.

After all, the computation complexity of most methods is high. It usually
takes O(n3) [7] time to compute the skeleton of an n × n image by thinning.
Obviously, time-consuming thinned methods are not able to meet requirements
of on-line verification application involving large databases.

In this paper, we present a novel algorithm for thinning ridge of the finger-
print based on the local minima of wavelet transform moduli. This proposed
thinned algorithm improves the quality of thinned ridge structures and make
thinned results be more suitable for minutiae extraction than previous methods.
The skeleton computing is implemented directly over a process depending on
edges and contours detected.

This paper is organized as follows: First, in Section 2, Some properties of
the local minima of wavelet transform moduli with a new wavelet function are
discussed. In Section 3, a multiscale algorithm based on wavelet transform for
extracting thinned ridge map of fingerprint is proposed. Experimental results
are provided in Section 4, with conclusion remarks presented in Section 5.



Multiscale Approach for Thinning Ridges of Fingerprint 507

2 Minima of New Wavelet for Images

Edge points of shape in the image often locate where the image intensity has
sharp transition. The local maximum of the absolute value of the first derivative
are sharp variation points of f ∗ θs(x). Where a real smoothing function θ(x)
satisfiies θ(x) = O( 1

(1+x2) ) and whose intergral is nonzero. It can be viewed as the
impulse response of a low-pass filter. Let θs(x) = (1

s )θ(x
s ) andf(x) ∈ L2(R)).

Singular points (such as edges in images) at the scale s are defined as local
sharp variation points of f(x) smoothed by θs(x). Whereas the skeleton point
of underlying shape should be midpoint between the two edge points along the
gradient and where the image intensity of shape has the slowest transition. Hence
the skeleton points of the underlying shape correspond to the local minima of
the wavelet transform modulus |∇Wf(s, x)| which is called wavelet minima.
From a viewpoint of mathematical analysis, there should be a local minimum
locating between the two consecutive local maxima of |∇Wf(s, x)|. Moreover, if
the wavelet has a compact support, a value of Wf(s, x0) depends upon the values
of f(x) in a neighborhood of x0, of size proportional to the scale s. Thus, for the
fixed scale s and some “fine” wavelet, , the wavelet minima point may locate at
the center between two consecutive modulus maxima points and is independent
of the scale. Further all these minima points form the skeleton of the underlying
shape. Hence, the skeleton of the underlying shape in an gray image can be
measured by computing wavelet maxima. A typical multiscale analysis of image
is implemented by smoothing the surface with a convolution kernel θ(x, y) that
is dilated at dyadic scales s. Such an edge detector can be computed with two
wavelets that are the partial derivative of θ(x, y)

ψ1(x, y) :=
∂

∂x
θ(x, y) and ψ2(x, y) :=

∂

∂y
θ(x, y).

Let us denote θs(x, y) := 1
s2 θ(x

s ,
y
s ). For wavelets ψi(x, y), i = 1, 2, defined

above, their scale wavelet transforms can be written as

W 1
s f(x, y) = (f ∗ ψ1

s)(x, y) = s
∂

∂x
(f ∗ θs)(x, y), (1)

W 2
s f(x, y) = (f ∗ ψ2

s)(x, y) = s
∂

∂y
(f ∗ θs)(x, y). (2)

As far as the skeleton extraction is concerned, the desired wavelet not only
detects the edge points by the local maxima of the wavelet transform moduli, but
also describes the position of the center of the shape by using a local maxima.
Although lots of wavelet functions have been constructed, the construction of an
appropriate wavelet for such particular application is still a great challenge.

We note that the most of multiscale shape representation or analysis meth-
ods are based on Gaussian kernael. However, as pointed out by Mokhtarian and
Mackworth [12], the representation should satisfy the efficiency and ease of im-
plementation in order that it is useful for practical shape recognition tasks in
computer vision. Obviously, Gaussian kernel does not satisfy such criteria since
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the computational burden is high at large scales and it is not compact support
as well.

The B-spline is a good approximation to the Guassian function with inherit-
ing almost all good properties of the Gaussian funnction [13]. It has been shown
that the B-spline wavelet performs better than other wavelets for singularities
detection [13]. B-spine derived scale-space exhibits many advantages. For exam-
ple, it provides fast algorithms and parallel implementation at multiple scales.
Unfortunately, it has been proved that it fails to process the Dirac-structure edge
due to be not width-invariant of its wavelet maxima [14]. Consequently, they do
not satisfy the such extra requirements for skeleton extraction [14, 15].

The new wavelet, ψ(x, y), which is constructed in our latest work [8, 14], not
only has the advantages of the Gaussian function and quadratic spline, but also
it possesses some desirable properties of its maxima. In this paper, we further
proved mathematically the following properties of its modulus minima. These
properties can be summarized the following theorem:

Theorem 1. Let ld be a straight segment of the ridge of fingerprint with width
d. For different scales of wavelet transform with the new wavelet, the wavelet
maxima locate in the mid position of the ridge segment and include the inherent
skeleton of the ridge segment. Especially, if the scale is much larger than the
width of the ridge, the local minimum points exist uniquely and form skeleton
lines of the ridge segments which consist of a series of single pixel. Further, the
two contours obtained from the wavelet minima are symmetric with respect to
this local skeleton line along the gradient direction. Otherwise, all local minimum
points form the thinned ribbon consisting of multiple pixels in the mid of ridge
segment.

3 Multiscale Algorithm for Thining Ridge Map

The above properties imply that the locations of wavelet minima cover exactly
the inherent central line of the shape. Meanwhile, the location of maxima of
the wavelet transform moduli, which locate nearly at the points of the original
boundary, form the two new lines and they are symmetrical with respect to the
inherent central line of the ridge which can be identified by the local minima
points. Therefore the connective curve of all minimum points of WT modulus
is defined as primary skeleton of the ridge. Thus a simple and direct strategy
for extracting the skeleton of ridge of fingerprint is to compute the wavelet min-
ima. In practice, the detection of the wavelet minima in the discrete domain
can be implemented analogously as the local maxima of the WT moduli in [8].
Ideally, the skeletons of a ridge of fingerprint are represented by a set of thin
curves which consist of single pixels rather than by a ribbon-shape objects which
consists of multiple pixels. It is shown in the theorem 1 that if and only if the
scale of wavelet transform matches well with the width of the shape, namely, its
value is much bigger than the width of the shape, the modulus minimum point
between two homologous modulus maximum points exists uniquely. Otherwise,
maybe there exists numerous modulus minimum points and all of these points
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form a continuous region or bandwidth, which is called skeleton ribbon or pri-
mary skeleton. In practice, it is difficult to choose the suitable scale of the WT
according to the width of shape structure so that the skeleton locus obtained
from the wavelet minima consists of the single pixels. For most cases, the primary
skeleton obtained from the modulus-minimum-based algorithm is generally the
bandwidth skeleton consisting of multiple pixels than the perfect skeleton line
containing a single pixel. Even if the relatively big scale is favorable to process
on wide-structure shape and may result in a single-pixel skeleton, but it usually
suffers from too heavy computational cost.

To solve this problem, the following mulitiscale-based approach is proposed.
Our basic idea is as follows: For each input image, we randomly choose a scale
of wavelet transform and extract its corresponding skeleton of the underlying
ridge of fingerprint by computing all wavelet minima. Hence, all these local
minimum points produce the primary skeleton ribbon of the underlying ridge
which consists of multiple pixels. Obviously, these primary skeleton ribbons are
apparently thinner than the original shapes and preserve exactly the topological
properties of the original ridge. Likewise, we choose a much smaller scale than the
prior one to perform the second wavelet transform on the image which contains
generated skeleton ribbons, and compute the second level skeletons. The above
procedure is iterated until the central curves which consist of single pixels is
eventually extracted from the underlying ridge of fingerprint. This procedure is
called Multiscale Thinning Algorithm ( MTA) and designed as follows:

Algorithm 1 (Multiscale Thinning Algorithm)

Step 1 Input an fingerprint image f(x, y). Evaluate a threshold Tg for the gray
value of the original image processed for further partitioning the underlying
ridge from the background (if necessary);

Step 2 Select randomly an initial scale to perform WT with the wavelets defined
by Eq. (1, 2) on the input image.

Step 3 Calculate the wavelet minima and set an initial threshold Tnoise for the
modulus of WT.

Step 4 Compute the primary skeleton points by using the thresholding, namely,
compare |∇Wsf(x, y)| with the initial threshold Tnoise and preserve all points
whose modulus are less than an initial threshold T as the candidate points of
initial skeleton.

Step 5 If the previously obtained skeleton consist of multiple pixels, then choose
the second scale and repeat Step 2, otherwise, exit produce the the ridge map
from the final skeleton image by smooth processing.

4 Experiments

In the experiment, which is illustrated in Fig. 2, displays the full procedure
of the proposed thinned algorithm step by step. A grey scale image consisting
of the distracting background is shown in Fig. 2(a). As mentioned previously,
most of existing algorithms often fail to directly process these gray images. The
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(a) (b) (c)

(d) (e) (f)

Fig. 2. (a) The original fingerprint image; (b) the raw output of modulus obtained
from WT with scale s = 6; (c) the primary skeleton ribbon from the first WT; (d)
the raw output of modulus obtained from the second WT with scale s = 4; (e) the
thinned result from the second WT, (f) The final ridge map from the third WT with
scale s = 4.

modulus image obtained from the WT with scale s = 6 is presented in Figs.
2(b) To remove the noise of the modulus image in the distracting background,
the modulus image is processed with the threshold Tnoise = 0.31. Namely the
modulus is set to zero if the modulus is smaller than the threshold Tnoise. The
primary skeleton ribbon from the modulus minima of the first WT is shown in
Fig. 2(c). Next, for the primary skeleton ribbon from Fig. 2(c), we perform the
second WT with scale s = 4. By taking the threshold T = 0.11 to compute
the modulus minima for the output of moduli of the second WT, the second
thinned results are obtained in Fig. 2(e). Obviously, these skeletons consists
multiple pixels. Therefore, we further perform the third WT for the thinner
skeleton ribbons in Fig. 2(e). The final result is shown in Fig. 2(f) and it meets
the requirements for extraction minutiae.

We compare the executed time of the proposed Wavelet-Based method for
thinning the ridges with that of Zou’s method (ZM) [7], Zhang and Suen’s
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Table 1. Comparsion of the computational time and matching rate among various
algorithms.

Methods
Compution time (seconds) Matching rate (%)

FI1 FI 2 FI 3 FI1 FI 2 FI 3

Proposed Method 21.37 15.25 18.71 98.94 97.63 98.25

ZM 25.25 19.15 24.21 97.51 94.25 96.95

ZSM 28.78 21.73 25.87 94.23 93.55 94.73

PCBA 24.34 20.53 23.49 95.13 92.79 93.57

method (ZSM) [6] , and Principal-curve-based method (PCBA) [16] by test-
ing three fingerprint images which are randomly selected from the database in
[1]. Furthermore, their corresponding minutia sets are estimated based on the
thinned ridge maps obtained from four different methods. By using matching al-
gorithm and the standard template set of minutia provided in [1], some matching
results are shown in Table 1 as well. Obviously, computational speed of skele-
tonization and accuracy of minutia sets from thinned ridge map based on the
proposed algorithm are greatly improved.

5 Conclusions

In this paper, a new wavelet-based method for extracting ridge map from fin-
gerprint images is proposed. It depends on some desirable properties of the con-
structed wavelet function, and it offers a different view and increase of insight
on the problem of computing skeleton of ribbon-shape objects. Some properites
of the new wavelet function are analyized mathematically. It is pointed out that
the method based on the estimation of the wavelet minima is able to directly
extract skeleton of ridge with improved the accuracy. The thinned method can
be implemented very efficiently with relatively lower computational time than
other traditional methods. These improvements are very helpful for identifying
minutia in the fingerprint verification system.
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Abstract. We present an inherently discriminative approach to face
recognition. This is achieved by automatically selecting key points from
lines that sketch the face and extracting textural information at these lo-
cations. As the distribution of the lines depend on each individual face,
the selected points will be person-dependent, achieving discrimination
in an early stage of the recognition process. A robust shape matching
algorithm has been used for the correspondence problem, and Gabor re-
sponses have been extracted at final points so that both shape and textu-
ral information are combined to measure similarities between faces. Face
verification results are reported over the well known XM2VTS database.

1 Introduction

One of the most successful approaches to automatic face recognition is the Elastic
Bunch Graph Matching algorithm (EBGM) [2]. It combines local and global
representation of the face by computing multi-scale and multi-orientation Gabor
responses (jets) from a set of the so-called fiducial points, located at specific face
regions (eyes, tip of the nose, mouth. . . , i.e. “universal” features). Finding every
fiducial point relies on a matching process between the candidate jet and a bunch
of jets extracted from the corresponding fiducial points of different faces. This
matching problem is solved by maximizing a function that takes texture and
geometrical distortion into account. In this way, there are several variables that
can affect the accuracy of the final positions, as differences in pose, illumination
conditions and insufficient representativeness of the stored bunch of jets. Once
fiducial points are adjusted, only textural information (Gabor jets) is used in
the classifier.

The main differences between EBGM and our approach are focused on the
way we locate and match fiducial points and on the final dissimilarity function
that does not only use texture but also geometrical information. Our method
locates salientable points in face images by means of the ridges and valleys op-
erator. As only some basic image operations are needed, the computational load
is reduced from the original EBGM algorithm and, at the same time, possible
discriminative locations are found in an early stage of the recognition process.
In this sense we say that this method is inherently discriminative, in contrast to
trainable parametric models. The set of selected points turned out to be quite
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robust against illumination conditions and slight variations in pose. Many of
the located fiducial points belong to “universal” features, but many others are
person-dependent. So, EBGM locates a pre-defined set of “universal” features
and our approach finds a person-dependent set of features. The correspondence
between fiducial points of two faces only uses geometrical information and it is
based on shape contexts [1]. As a byproduct of the correspondence algorithm, we
extract measures of local geometrical distortion. Gabor jets are also calculated
from the adjusted points and the final dissimilarity function compiles geometrical
and textural information.

The different stages of our method are detailed in the next sections. Section
2 explains the operator used to extract face lines. Grid adjustment and selection
of points is described in section 3. Section 4 shows the algorithm used to match
points between two faces. The Gabor filters used to extract texture are described
in section 5. Section 6 introduces different geometrical terms and the Sketch
Distortion concept used to measure dissimilarity between faces. Experimental
results are given in section 7. Finally, conclusions are drawn and future research
lines are discussed in section 8.

2 Extraction of Low-Level Geometrical Descriptors

In this work, shape information has been obtained using the ridges and valleys
operator because of its robustness against illumination changes [3]. Moreover,
the relevance of valleys in face shape description has been pointed out by some
cognitive science works [4]. In this paper, we have used the ridges and valleys
obtained by thresholding the so-called multi local level set extrinsic curvature
(MLSEC) [5]. The MLSEC operator works here as follows: i) computing the
normalized gradient vector field of the smoothed image, ii) calculating the di-
vergence of this vector field, which is bounded and gives an intuitive measure of
valleyness (positive values running from 0 to 2) and ridgeness (negative values
from -2 to 0), and iii) thresholding the response so that image pixels where the
MLSEC response is smaller than -1 are considered ridges, and those pixels larger
than 1 are considered valleys.

Once the feature descriptor has been properly defined, we have a way of de-
scribing fiducial points in terms of positions where the geometrical image features
have been detected. For this shape descriptor to be useful in face recognition or
authentication, local texture information must be also taken into account. Gabor
wavelets are biologically motivated convolution kernels that capture this kind of
information and are also quite invariant to the local mean brightness, so an effi-
cient face encoding approach will be to extract texture from these geometrically
salience regions.

3 Grid Adjustment

Once the ridges and valleys in a new image have been extracted, we must sample
these lines in order to keep a set of points for further processing. There are some
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Fig. 1. Left: Original Image. Center-left: Valleys and ridges image. Center-right:
Thresholded ridges image. Right: Thresholded valleys image.

Fig. 2. Left: Original rectangular dense grid. Center: Valleys and ridges sketch. Right:
Grid adjusted to the sketch.

possible combinations, in terms of using just ridges, just valleys or both of them,
so we will refer to the binary image, obtained as a result of the previous step,
as the sketch from now on.

In order to select a set of points from the original sketch, a dense rectangular
grid (Nx×Ny nodes) is applied onto the face image and each grid node changes
its position until it finds the nearest line of the sketch. So, finally, we get a
vector of points P = {p1,p2, . . . ,pn} 1, where pi ∈ IR2. These points sample
the original sketch, as it can be seen in figure 2.

Scale Normalization. Suppose an incoming face image F , with a constellation
of points distributed over the face region: P = {p1,p2, . . . ,pn}. To achieve scale
invariance, we must measure how big the face is. One way to do this is by adding
the distances bettween all points in the constellation, i.e. to proceed as follows:

Dface =
n∑

i=1

n∑
j=i+1

‖pi − pj‖ (1)

This distance Dface gives an idea of the size of the face, so that it can be
normalized to standard scale just by resizing the input image by a factor of
r = Dstd

Dface
, where Dstd is the distance Dface for a standard face size. Also, if we

are looking for a more accurate estimation of the size of the face, an iterative
process can be applied until the ratio r ∈ (1− τ, 1 + τ) for a given threshold
τ > 0.
1 n = Nx ×Ny. Typical sizes for n are 100 or more nodes.
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4 Point Matching

Once we have the two face images, F1 and F2, at common size, we want to
proceed to compute similarity between them. Let P = {p1,p2, . . . ,pn} be the
set of points for F1, and Q = {q1, q2, . . . , qn} the set of points for F2.

In order to compare feature vectors extracted at these positions, we must
first compute the matching between points from both images. We have adopted
the idea described in [1]. For each point i in the constellation, we compute a 2-D
histogram hi of the relative position of the remaining points, so that a vector of
distances D = {di1, di2, . . . , din} and a vector of angles θ = {θi1, θi2, . . . , θin} are
calculated for each point. As in [1], we employ bins that are uniform in log-polar
space, i.e. the logarithm of distances is computed. Each pair (log dij , θij) will
increase the number of counts in the adequate bin of the histogram.

Once the sets of histograms are computed for both faces, we must match
each point in the first set P with a point from the second set Q. A point p from
P is matched to a point q from Q if the term Cpq, defined as:

Cpq =
∑

k

[hp (k)− hq (k)]2

hp (k) + hq (k)
(2)

is minimized2. Finally, we have a correspondence between points defined by ξ:

ξ (i) : pi =⇒ qξ(i) (3)

where pi ∈ P and qξ(i) ∈ Q.

Dealing with Rotations in Plane. The vectors of angles θ={θi1, θi2, . . . , θin}
are calculated taking the x-axis ( the vector (1, 0)T ) as reference. This is enough
if we are sure that the faces are in an upright position. But, to deal with rotations
in plane, i.e. if we do not know the rotation angle of the heads, we must take a
relative reference for the shape matching algorithm to perform correctly. Con-
sider, for the set of points P = {p1,p2, . . . ,pn}, the centroid of the constellation
cP :

cP =
1
n

n∑
i=1

pi (4)

For each point pi, we will use the vector −−→picP = cP − pi as the x-axis, so that
rotation invariance is achieved. Also, the angle between the two images, ϕ, can
be computed as follows:

ϕ =
1
n

n∑
i=1



(−−→picP ,−−−−→qξ(i)cQ

)
(5)

so that the system is able to put both images in a common position for further
comparison. If we do not take this angle into account, textural extraction will
not be useful for our purposes.
2 k in (2) runs over the number of bins in the 2D histogram.
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5 Extracting Textural Information

The system uses a set of 40 Gabor filters, with the same configuration employed
in [2]. These filters are convolution kernels in the shape of plane waves restricted
by a Gaussian envelope, as it is shown next:

ψm (−→x ) =

∥∥∥−→k m

∥∥∥2
σ2

exp

⎛⎜⎝−
∥∥∥−→k m

∥∥∥2

‖−→x ‖2

2σ2

⎞⎟⎠[exp
(
i
−→
k m · −→x

)
− exp

(
−σ

2

2

)]
(6)

where −→k m contains information about frequency and orientation of the filters,
−→x = (x, y)T and σ = 2π.

The region surrounding a pixel in the image is encoded by the convolution of
the image patch with these filters, and the set of responses is called a jet, J . So,
a jet is a vector with 40 coefficients, and it provides information about a specific
region of the image. Each coefficient, Jk, can be expressed as follows:

Jk (I (x0, y0)) =
∑

x

∑
y

I(x, y)ψk (x0 − x, y0 − y) (7)

In the previous step, we have selected n points from the face image, but in
order to avoid overlapping between responses of filters and to reduce compu-
tational time, we must leave just a few of them, from which we will extract
textural information. So, we decided to establish a minimum distance D be-
tween each pair of nodes, so that all final positions are separated at least by D.
As a consequence, the number of final points, nD, will be less or equal than n.
Let P ′ =

{
p′
1,p

′
2, . . . ,p

′
nD

}
denote the set of final points for textural extraction,

and let R =
{
Jp′

1
,Jp′

2
, . . . ,Jp′

nD

}
be the set of jets calculated for one face. The

similarity function between two faces, SJ (F1,F2) results in:

SJ (F1,F2) ≡ SJ
(
R1,R2

)
=

1
nD

nD∑
i=1

< R1
i ,R2

ξ(i) > (8)

where < R1
i ,R2

ξ(i) > represents the normalized dot product between the i-th jet
from R1 and the correspondent jet from R2, but taking into account that only
the moduli of jet coefficients are used.

6 Measuring Geometrical Deformations:
The Sketch Distortion

In [2], no metric information was used in the final similarity measurement be-
tween faces. Our system takes into account geometrical deformation to perform
authentication. In the previous section, we discarded some of the points for textu-
ral extraction, but the complete set of points is used here to measure geometrical
distortions. We have defined two different terms:
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GD1 (F1,F2) ≡ GD1 (P ,Q) =
n∑

i=1

Ciξ(i) (9)

GD2 (F1,F2) ≡ GD2 (P ,Q) =
n∑

i=1

∥∥−−→picP −−−−−→qξ(i)cQ
∥∥ (10)

Equation (9) computes geometrical distortion by adding all the individual costs
represented in (2). On the other hand, (10) calculates metric deformation by
summing the norm of the difference vector between matched points3.

Geometrical distortions should be large for faces of different subjects and
small for faces representing the same person, so that we can think of combining
jet dissimilarity, [1− SJ (F1,F2)], with weighted metric deformations, resulting
in the final dissimilarity function DS (F1,F2):

DS (F1,F2) = [1− SJ (F1,F2)] + λ1 · GD1 (F1,F2) + λ2 · GD2 (F1,F2) (11)

with λ1 > 0 and λ2 > 0. The combination of GD1 and GD2 is what we call
Sketch Distortion (SKD). Figure 3 gives a visual understanding of this concept.
Figure 3-1) shows two instances of face images from subject A, while faces in
figure 3-2) belong to subject B. The visual geometric difference between the two
persons is reflected in the Sketch Distortion term, whose values are shown in
table 1 (λ1 = λ2 = 1).

Table 1. Sketch Distortion (SKD) between the face images from figure 3.

Subject A Subject B

Image 1 Image 2 Image 1 Image 2

Image 1 0 1851 3335 3326
Subject A

Image 2 1851 0 3053 2821

Image 1 3335 3053 0 1889
Subject B

Image 2 3326 2821 1889 0

7 Results

In this section, we present the achieved results using this novel approach. From
our previous work ([6]), the matching procedure between points has been im-
proved, and the Sketch Distortion term has been introduced. As before, we use
the XM2VTS database [7] and the Lausanne protocol (configuration I) [8]. The
evaluation set is used to calculate the threshold for which the False Acceptance
Ratio (FAR) equals the False Rejection Ratio (FRR) over this set. This thresh-
old (Equal Error Rate threshold) will be employed during the testing phase. The
FAR and the FRR over the test set are presented in table 2 for different configu-
rations. In the second row, only textural information is used, i.e. λ1 = λ2 = 0 (lo-
cal textural information is compared at geometrically matched fiducial points).
3 Note that the centroid of the constellation has been substracted from the point

coordinates in order to deal with translation.
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1) 2)

Fig. 3. 1) Top: Left: First image from subject A. Center: Valleys and ridges sketch.
Right: Grid adjusted to the sketch. Bottom: Left: Second image from subject A.
Center: Valleys and ridges sketch. Right: Grid adjusted to the sketch. 2) Same as 1)
but for subject B.

The results in the third row were achieved by normalizing GD1 and GD2 to the
range [0, 1]. In order to obtain adequate values for λ1 and λ2, we performed a
grid-search on (λ1, λ2) and we chose the pair that minimized the Total Error
Rate, i.e. FAR+FRR, over the evaluation set, resulting in λ1 = λ2 = 0.23. It is
clear that, both the new location and matching of points and the SKD term,
properly weighed, help to distinguish between subjects.

Table 2. FRRtest(%) and FARtest(%) for different configurations.

Method FRRtest(%) FARtest(%)

Previous work [6] 2.5 8.4

Textural (T) 2.5 6.63

T+SKD 2.5 4.44

8 Conclusions and Further Research

In this paper, we have presented an inherently discriminative approach to au-
tomatic face recognition by combining shape and textural information. Fiducial
points are located over lines that depict each individual face geometry, and shape
differences between constellations of points from two faces are measured using
the Sketch Distortion term. Gabor jets provide the textural information as de-
fined in [2]. Results over the standard XM2VTS database show that the method
is comparable to the best ones reported in the literature and a clear improve-
ment from those reported in [6]. Preliminar experiments have shown that even
better results can be achieved by finding the most discriminative fiducial points
(using simple Fisher criteria) and performing a linear projection instead of a
simple sum of local deformations. Also, we hypothesize that a discriminative
combination of the three scores we got, SJ , GD1 and GD2, will yield a better
performance.
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Abstract. In this paper, we present a novel fingerprinting method for
image authentication, the fingerprint length of which is very short (only
81 bytes) and independent on image sizes. First, we extract features
based on the block DCT coefficients of images, and binarize the feature
map to get key blocks. Then we apply Principal Components Analysis
(PCA) to the DCT Coefficients of key blocks. Finally, we take the quan-
tized eigenvector matrix (9×9) as fingerprints. Experimental results show
that the proposed method is discriminative, robust against compression,
and sensitive to malicious modifications.

1 Introduction

Fingerprints are perceptual features or short summaries of a multimedia object
[1]. They can be used for identifying contents just as human fingerprints are
used for identification. The aim of fingerprinting (also known as multimedia
identification, robust hashes, robust signatures, or passive watermarking) is to
provide fast and reliable methods for content identification [1]. It is an emerging
research area that is receiving increased attention.

A number of applications of multimedia fingerprinting such as multimedia
authentication, indexation of content, and management of large database, were
detailed in [1–3]. A typical example of application is multimedia authentication,
the key issue of which is to protect the content itself instead of the particular
representation of the content without access to the original signals [2, 4, 7]. This
renders traditional cryptographic schemes using bit-sensitive hash functions not
applicable [1, 2, 5], for multimedia signals can be represented equivalently in
different forms, and undergo various manipulations during distribution that may
carry the same perceptual information. Therefore, fingerprints should be both
discriminative and robust [1].

Researchers have paid great efforts on fingerprinting techniques. Up to now,
many image fingerprinting methods have been proposed [1–8]. Schneider and
Chang [4] proposed a scheme based on image-block histograms to authenticate
the content of an image. Although their scheme is compression tolerant, it has
two main drawbacks: considerably large storage requirement of histograms and

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 521–528, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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its security due to the easy way to modify an image without changing its his-
togram. Bhattacha and Kutter [5] proposed a method based on the locations
of salient feature points by using a scale interaction model and Mexican-Hat
wavelets. Although the extracted fingerprints are very short, the selection pro-
cess, relevance of the selected points and its robustness to lossy compression are
unclear [8]. Moreover, the feature points are too few and separate to capture the
major content characteristics from a human perspective. Thus the method is not
discriminative and may be inadequate for detecting some modifications inside
the objects. Lou DC and Liu JL [6] proposed a method based on quantization
and compression of means of all blocks. Because blocks can be easily modified
without changing their means, security problem similar to that of [4] still exists.
Queluz [7] proposed techniques to generate fingerprints based on moments and
edges. Because moments ignore the spatial distribution of pixels, different images
may have same or similar moments. Consequently, moment features are not dis-
criminative enough. Additionally, it is easy to modify an image without changing
its moments. Several issues have to be further solved such as the reduction of
fingerprint length, the consistency of edge detector, and the robustness to color
manipulations [8]. Ching-Yung Lin and Shih-Fu Chang [3, 8] present an effective
technique for image authentication which can prevent malicious manipulations
but allow JPEG lossy compression. However, their extracted fingerprints are not
very compact compared with our method, and largely depend on the image sizes
and the number of DCT coefficients compared in each block pair. Recently, a
compact and robust fingerprinting method based on radon transform has been
proposed in [1]. But the method is not intended for authentication, and is not
based on the DCT domain. Hence it can not directly extended to compressed
video stream.

In this paper, we present a novel fingerprinting scheme based on the DC and
low-frequency AC terms of block DCT coefficients. The procedure for generating
fingerprints is shown in Fig.1. First, we extract features based on block DCT
coefficients, and binarize the feature map to get key blocks. Then we apply
PCA to the DCT Coefficients of key blocks (data matrix A in Fig.1). Finally, we
take the eigenvector matrix as fingerprints. Experiments show that the proposed
method is discriminative, robust against compression, and sensitive to malicious
modifications.

Images:
C

�
Extract

features to
generate

feature map

�
Binarize

feature map
to locate key

blocks

�
Generate

data matrix
A for PCA

� PCA
Transform

Fig. 1. Procedure for generating fingerprints

As we quantize each element of the eigenvector matrix (9 × 9) to an one-
byte integer, the length of extracted fingerprint is very short (only 81 bytes)
and independent on image sizes. Since fingerprint lengths of most existing meth-
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ods depend on image sizes, independence on image size is of great importance,
especially for large images, in watermarking-based authentication because the
amount of information that can be embedded within an image is limited [3, 7].
Furthermore, since the middle-frequency terms of block DCT coefficients are
not used by the proposed method, embedding fingerprint there may be feasible.
Additionally, the security problem similar to that of [4] no longer exists, for it
is difficult to modify an image without altering its eigenvectors after the zigzag
order indices of blocks are taken into consideration in our method.

The remainder of this paper is organized as follows. Section 2 details key
block location. Section 3 describes fingerprint generation. Section 4 proposes
fingerprint matching method. Section 5 detailes experimental results. Finally,
Section 6 summarizes the contributions of this paper and discusses future work.

2 Key Block Location

Hotelling’s T-square (HTS) statistic is a measure of the multivariate distance of
each observation from the center of the data set, and an analytical way to find
the most extreme points in the data. We use the HTS of block DCT coefficients
as features of images to locate key blocks.

B =

⎛⎜⎜⎝
D11 , D12 , · · ·, D18

D21 , D22 , · · ·, D28

. . . . . . . . . . . . . . . . . . .
DN1, DN2, · · ·, DN8

⎞⎟⎟⎠ (1)

HTS can be calculated via PCA algorithm. The function princomp() in Mat-
lab Statistics Toolbox describes the PCA algorithm adopted by us, and the
fourth output of the function is HTS. We implement it with MATLAB C++
Math Library 2.0. To achieve high speed, instead of using the covariance matrix
of B as shown in (1), we adopt the centered and standardized matrix std(B)
before using PCA [9]. This is the same with the PCA algorithm in section 3.

Images:
C

�
8×8 Block

DCT
Transform:
D=DCT(C)

�
Generate

Data B for
PCA:

B=[D(1: 8)]

�
PCA Transform:

HTS=
Pincomp(std(B))

Fig. 2. Procedure for computing HTS

To calculate HTS, we apply PCA to the DC and low-frequency terms of
block DCT coefficients. The procedure for calculating HTS is shown in Fig.2.
First, we transform the original image into 8×8 block-DCT domain. Then, we
prepare data matrix B for PCA: divide the DC and 7 low-frequency AC terms
(as shown in Fig.3) by the corresponding values of the quantization table in the
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Fig. 3. 8×8 block-DCT coefficients used to compute HTS. The upper-left element of
this figure corresponds to the DC term of each 8×8 block DCT. The shaded elements
indicate the set of coefficients used in our method, and the numbers indicate the column
indices in the data matrix for PCA

JPEG compression process, and place them into a N×8 matrix in zigzag order,
where N is the total number of blocks. This can be represented as (1), where
Dij denotes the jth DCT coefficients of the ith block of the image C.

The HTS values of all blocks compose the feature map. After the HTS feature
map is formed, we binarize it to get key blocks. Before binarization, we quantize
each element HTSi of HTS to an integer HTSq ∈ [0, 127] according to (2):

HTSq = $127(HTSi −HTSmin)
HTSmax −HTSmin

% (2)

where HTSmax, HTSmin mean the maximum and minimum values of HTS.
After quantization, all the HTS values can be classified into two categories

C1: {0, k} and C2: {k + 1, 127}, where k is the threshold of binarization. Thus,
we can define the between-class variance as (3).

σ2
b = [u1(k)− u2(k)]2(

k∑
i=0

Pi)(
127∑

i=k+1

Pi) (3)

where, Pi is the probability defined as (4), ni is the number of blocks whose
quantized HTSq equal i(i = 0, . . . , 127),

Pi =
ni

N
(4)

and u1, u2 are means of C1 and C2 defined as (5) and (6).

u1(k) =
∑k

i=0 iPi∑k
i=0 Pi

(5)

u2(k) =
∑127

i=k+1 iPi∑127
i=k+1 Pi

(6)

Consequently, we can determine the HTS threshold kb for binarization by
(7), and take the blocks whose HTSq are greater than kb as the key blocks.

kb = argmax{σ2
b} (7)
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3 Fingerprint Generation

As shown in Fig.1, after key block location, we prepare the data matrix A for
PCA as shown in (8), where Dij denotes the jth DCT coefficients of the ith key
block of the image, and K is the number of all key blocks, Zi is the zigzag order
index of the ith key block for consideration of its spatial location.

A =

⎛⎜⎜⎝
D11 , · · ·, D18 , Z1

D21 , · · ·, D28 , Z2

. . . . . . . . . . . . . . . . . .
DK1, · · ·, DK8, ZK

⎞⎟⎟⎠ (8)

Then, we apply PCA to the matrix A, and use the resultant 9×9 eigenvector
matrix V as fingerprint. For more compact fingerprint, compression techniques
such as quantization and entropy coding, and Discrete Fourier Transform, can
be used to reduce the length of the fingerprint if necessary. In our experiments,
we quantize each element a of fingerprint V to an one-byte integer aq by:

aq = $127(1 + a)% (9)

For image authentication, a secure fingerprint can be achieved by using a
private key to perturb all the elements of the quantized fingerprint matrix in a
random order, and encrypt the fingerprint for secure communication.

4 Fingerprint Matching

Two images are declared similar (for indexation) or authentic (for authentica-
tion) if the similarity S between their fingerprints is above a certain threshold
T . The main idea of fingerprint matching is that if two images are considered
similar or authentic, corresponding eigenvectors from the two fingerprints should
be high correlative. Thus, S can be calculated by computing correlation between
each pair of eigenvectors, that is, the cosine of the angle between them.

After dequantizing each element aq of eigenvector matrices by:

a =
aq

127
− 1 (10)

we let Vo = (αo1, αo2, . . . , αo9) and Vt = (αt1, αt2, . . . , αt9) be the dequantized
eigenvector matrices of the original image Co and the image Ct to be tested
respectively. Since eigenvector matrix is orthogonal, S can be mathematically
calculated by computing the arithmetic mean of correlations of all the pairs as:

S =
1
9

9∑
i=1

|α′
oiαti| (11)

where α′
oi denotes the transpose of column vector αoi.
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5 Experimental Results

In evaluating our proposed method, we tested it on the well-known “F14” image
(732× 500) and the 2000 test images randomly selected from the Corel Gallery
database including many kinds of images (256 × 384 or 384 × 256). Prior to
extracting fingerprints, we normalized all the images by taking the luminance
component although it can be applied to other components. Resizing is not
necessary because fingerprint lengthes are independent on image sizes. To do
experiments, we first extracted fingerprints from the 2000 images.

To test robustness of the method, we used StirMark [10] to compress the
2000 images to various JPEG images with different quality levels Q ranging
from 10% to 90%, and calculated S between images and their corresponding
JPEG images. The mean and standard deviation (Std) of the measured S were
shown in Table.1. It shows that our method is fairly robust against compression.

Table 1. Mean and Std of the measured S between images and corresponding JPEG
images for 2000 test images

JPEG Compression Mean Std

JPEG(Q=10%) 0.8361 0.1367
JPEG(Q=20%) 0.9167 0.0970
JPEG(Q=30%) 0.9411 0.0821
JPEG(Q=40%) 0.9554 0.0688
JPEG(Q=50%) 0.9631 0.0635
JPEG(Q=60%) 0.9664 0.0533
JPEG(Q=70%) 0.9751 0.0467
JPEG(Q=80%) 0.9856 0.0375
JPEG(Q=90%) 0.9887 0.0306

For image authentication, since obvious degradation exists in many images
of JPEG(Q=10%), we can set the mean S (0.9167) of JPEG(Q=20%) as the
threshold T , or even greater according to various applications.

We made small modifications of “F14” as shown in Fig.4. The measured
S between the original image and the tampered images (b), (c) and (d) are
0.8409, 0.7830 and 0.8077 respectively. All those values are below the threshold
T = 0.9167. Thus, we successfully detected that the three images were tampered.
It shows that our method is sensitive to malicious modifications of images.

To test discriminability of the method, we randomly selected 262140 pairs
of fingerprints of the 2000 test images, and calculated S between each pair. The
histogram of the measured S was shown in Fig.5. All the measured S were in the
range between 0.0710 and 0.8440. The mean and standard deviation were 0.3723,
0.1005. We can see that the histogram closely approaches the ideal random i.i.d.
case N(0.3723, 0.1005). The mean of the measured S was far below T = 0.9167.
Thus we can arrive at very low false alarm rate (the probability that declare two
different images as similar or authentic): 3.0318× 10−8. The above results show
that our method is discriminative.
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(a) (b)

(c) (d)

Fig. 4. Authentication test on the image “F14”: (a) Original image “F14”; (b) Remove
the char “E” on the empennage; (c) Remove the two chars “EC” on the empennage;
(d) Copy the two chars “GO” onto the top of the empennage
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Fig. 5. Histogram of the measured S between 262140 pairs of images randomly selected
from 2000 images. The red line represents the ideal random i.i.d. case N(0.3723, 0.1005)
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6 Summary and Conclusions

In this paper, we present a novel image fingerprinting method for authentication
based on PCA of the DCT coefficients of key blocks determined by the HTS
threshold. Experiments show that the proposed method is discriminative, robust
against compression, and sensitive to malicious modifications. It is convenient to
extend our method to verify compressed video streams without DCT transforms.
Furthermore, since the fingerprint length is only 81 bytes long regardless of
image sizes, and the middle-frequency terms of block DCT coefficients are not
adopted by our method, combining our method with semi-fragile watermarking
and embedding fingerprint there may be feasible.
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Abstract. In this paper we propose a face recognition algorithm that
combines internal and external information of face images. Most of the
previous works dealing with face recognition use only internal face fea-
tures to classify, not considering the information located at head, chin
and ears. Here we propose an adaptation of a top-down segmentation
algorithm to extract external features from face images, and then we
combine this information with internal features using a modification of
the non parametric discriminant analysis technique. In the experimental
results we show that the contribution of external features to face classi-
fication problems is clearly relevant, specially in presence of occlusions.

1 Introduction

During the past several years, face recognition has received significant attention
as one of the most successful applications of image analysis and understanding.
Several recognition systems have been recently developed due to their usefulness
in a lot of real world applications in different areas such as security, entertainment
or user friendly interfaces. However, their success is limited by the conditions
imposed by many real applications. Recognition of face images acquired in an
outdoor environment with changes in illumination, changes in pose or even oc-
clusions is still an unsolved problem and these methods are still nowadays far
away from the capability of the human perception system.

Most of the current face recognition algorithms can be categorized into
two classes: geometry feature-based and image template based. The geometry
feature-based methods analyze explicit local facial features, and their geometric
relationships. The template based methods [1] compute the correlation between
a face and one or more model templates to estimate the face identity. Statistical
tools such as Support Vector Machines (SVM) [2], Linear Discriminant Analysis
(LDA) [3], Principal Component Analysis (PCA) [4, 5], Kernel Methods [6] and
Neural Networks [7] have been used to construct a suitable set of face templates
that can be viewed as features. These kind of methods have proved to be effective
in experiments with large databases.

Face recognition applications related to security need to focus on features
difficult to imitate and for this reason the recognition systems tend to use only
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internal face features. Nevertheless, as technology evolves, it is easier to find
electronic devices in our everyday life and in this context new applications deal-
ing with face classification have appeared. In these cases the reasons to use only
internal features are not longer valid, and given that the contribution of external
features in face recognition is notable [8], their use in automaic systems should
be revised. In this paper we propose a method to extract external information
in face images and an algorithm to combine the information of external and
internal features to solve the recognition problem.

The paper is organized as follows: in section 2 we explain the discriminant
analysis algorithm to recognize subjects using only internal features. Section
3 shows how we build a model of known external features, how we use this
model for the reconstruction of an unseen image and how we classify the unseen
image from its reconstruction. Section 4 describes our experiments and section
5 conclude this work.

2 Extraction of Discriminant Internal Features

The extraction of the internal features in our comparative study has been per-
formed using standard linear techniques found in the literature. One of the most
used feature extraction algorithms is Principal Component Analysis (PCA) [4],
where we obtain the orthogonal set of basis that preserve the maximum amount
of data variance. The original D−dimensional data can be reconstructed us-
ing M coefficients (M < D) minimizing the reconstruction error. Nevertheless,
sometimes the features that minimize the reconstruction error are not necessarily
the features most suitable for classification [11]. If the class labels of the training
sample are taken into account, other linear projections can yield a better classi-
fication accuracy even though the reconstruction error is not minimized. In this
work we have used a modification of the nonparametric discriminant analysis
(NDA) algorithm for this purpose. Below, we briefly describe the classic fisher
linear discriminant analysis (FLD) [9] technique and the assumptions performed
on the training data, to introduce later the NDA algorithm by Fukunaga et al
[10], and the modified version used in this work.

We will assume a Nearest Neighbor classifier in this work, given that the
feature extraction performed by the NDA algorithm is specially suitable for the
NN rule using euclidean distance.

2.1 Discriminant Analysis

Here we look for a transformation matrix W which maximizes

J = tr((WS−1
W WT )(WSBWT )) (1)

Here SB and SW are the between-class and the within-class scatter matrix re-
spectively. This problem has an analytical solution [11]. W is constructed using
as its rows the M eigenvectors corresponding to the largest M eigenvalues of
S−1

W SB.
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This approach for calculating the within- and between-class scatter matrices
makes use of only up to second order statistics of the data. This was proposed
in the classic paper by Fisher [9] and the technique is referred to as Fisher
Linear Discriminant Analysis (FLD). In FLD the within class scatter matrix
is computed as the weighted sum of the class-conditional sample covariance
matrices. If equal priors are assumed for the classes Ck, k = 1, . . . ,K, then

SW =
1
K

K∑
k=1

Sk (2)

where Sk is the class-conditional covariance matrix for Ck, estimated from the
data. The between class-scatter matrix is defined as,

SB =
1
K

K∑
k=1

(mk −m0)(mk −m0)T (3)

where mk is the class-conditional sample mean and m0 is the unconditional
(global) sample mean.

The following two limitations of FLD have to be noted: the rank of SB is
K − 1, so the number of extracted features can be, at most one in a gender
recognition problem (with only two classes). Second, the scatter matrices are
calculated assuming Gaussian classes. The solution provided by FLD is blind
beyond second-order statistics, so this method may be inaccurate for complex
classification structures.

2.2 Non-parametric Discriminant Analysis

Fukunaga and Mantock [10] propose a nonparametric discriminant analysis
method as an attempt to overcome the two limitations of FLD noted above.
In NDA the between-class scatter matrix SB is calculated without the assump-
tion of Gaussian classes. This scatter matrix is generally full rank, thus loosening
the bound on the extracted feature dimensionality. Below we briefly expose this
technique, extensively detailed in [11].

In NDA, the between-class scatter matrix is obtained as an average of N
local covariance matrices, one for each point in the data set. This is done as
follows. Let x be a data point in X with class label Cj . Denote by xdifferent the
subset of the k nearest neighbors of x among the data points in X with class
labels different from Cj . We calculate the “local” between-class matrix for x as

Δx
B =

1
k − 1

∑
z∈xdifferent

(z− x)(z − x)T (4)

The estimate of the between-class scatter matrix SB is found as the average of
the local matrices

SB =
1
N

∑
z∈X

Δz
B (5)
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We use k = 1 in this study, hence xdifferent contains only one element, zdifferent
x ,

and
SB =

1
N

∑
x∈X

(x− zdifferent
x )(x− zdifferent

x )T . (6)

The M eigenvectors corresponding to the largest M eigenvalues of S−1
W SB define

the projection matrix W. In [12] they introduced also a non parametric form
of the within-class scatter matrix SW , to extract features more suitable for the
nearest neighbor classification. They propose to use

SW =
1
N

∑
z∈X

Δz
W (7)

where Δx
W is calculated from the set of k nearest neighbors of x from the same

class label, Cj , xsame

Δx
W =

1
k − 1

∑
z∈xsame

(z− x)(z − x)T (8)

For k = 1,

SW =
1
N

∑
x∈X

(x− zsame
x )(x − zsame

x )T . (9)

In this paper we use the modified NDA algorithm as was proposed in [12] (using
the local approximations of SB and SW ).

3 Extraction of the External Features

To extract the external features from the face images we have adapted a Top-
Down Segmentation algorithm [13] to build a model based on a selection of parts
from the object, faces in our case. In fact, we consider their segmentation as a
reconstruction of the original image. Then, given a new unseen image, we find
the subset of these parts that best reconstruct the image. The information of
the matching between the parts-based model and the unseen image is used to
classify the sample in classes. The set of pieces of the learned model are called
in this paper Building Blocks.

The algorithm can be divided in two parts: learning the model from sample
images, and the reconstruction of a new image using the set of building blocks.
In the first step the optimal set of fragments from the object are learned, and
the later step yields the features useful for classification of each new image.

3.1 Learning the Model

In this step the best an optimal set of fragments from the face images is com-
puted. Usually this is the most time consuming part of the algorithm, although
it is performed only once, off line, and using a generic face training set.
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Given a training set consisting on face images with only the external charac-
teristics to analyze (set C), and non face images acquired in natural environments
(set C), we generate subimages at sizes ranging from 12×12 to 24×24 from the
training set. Each subimage will be a candidate fragment Fi for the final model.
For each Fi the maximum values of the normalized correlation NCi between Fi

and each image from C and C are computed. The model is built storing the K
fragments with best probability to describe the elements of the class C and not C
p(NCi > θi | C). The value of the threshold θi is computed taking into account
a predefined number of false positive that can be tolerated p(NCi > θi | C) ≤ α.
For each fragment we also store a mask where only the pixels of the object are
active.

For the construction of the model we guarantee that the set of fragments
that we keep is able to reconstruct the external features of a generic face image.
So additional restrictions to the relative position of the fragments are imposed.
We discard similar pieces from the same relative position on a face, trying to
achieve enough diversity in the fragments that compose the model for the exter-
nal features. To perform it, we separately compute the model for different parts
of the face images: forehead part, left side, right side, and chin part. Although
there is some overlapping in these parts we obtain enough variety of pieces from
each part in the final model.

3.2 Extraction of the External Features from Unseen Images

Suppose now that we have learned a model of external features. Given an unseen
image our goal is to select the set of fragments of the building blocks that best
reconstruct the image, and use this reconstruction to recognize or classify the
subject. In figure 1 we show an example where it seems reasonable the use of the
reconstruction for classification, given that the obtained reconstruction is not
affected by image artifacts.

In this study we have proceeded as follows: we have computed the normalized
correlation between the new image and each of the fragments of the building
blocks and we have encoded the new image as a vector with the correlation
values. We have considered this vector as a representation of the external features
of the subject in the image, and we have used it to classify.

Fig. 1. Example of face images from the AR Face database [14] where different frag-
ments are analyzed at each position. The first image shows the original face, in the
second image we plot only the 5 most similar fragments according to the normalized
correlation on the face. The third image shows the fragments alone.
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3.3 Combination of the Internal and External Information

Once we have obtained the internal and external features for each new unseen
image is needed to combine this information in a classification rule. Nevertheless
it is not easy to understand the role that the different facial features play in
a judgment of identity. In this work we have joined both sets of internal and
external features in a single matrix and we have applied standard discriminant
analysis techniques such as NDA to select a linear projection that performs the
feature extraction from the whole set.

4 Experiments

To show the performance of our purpose in a face recognition problem, we have
used the AR Face database [14], which is composed by 26 samples from 126
different subjects. Images were acquired in two different sessions, and for each
session there is a frontal face, 3 samples with faces gesturing, 3 samples with
illumination changes (frontal and lateral illumination), 3 samples with occlusions
produced by the use of glasses (also with frontal and lateral illumination), and
3 samples with occlusions produced by the use of a scarf (with the 3 kinds of
illumination). One sample from each type is plotted in table 1 above the results.

We have set the configuration parameters of the experiment as done in [15].
The image set has been split in non overlapping training and test sets, randomly
selecting half of the subjects as a generic training data. The testing has been
performed on the remaining subjects. A previous preprocess has been preformed
on the face database, consisting on resizing each face according to the inter eye
distance, and aligning the central position of both eyes. Also the mean has been
subtracted from each image. The internal features have been extracted using
different linear feature extraction algorithms: PCA and NDA. In all the cases
we have selected the central part (33× 33 pixels) of each image to be used as a
input for each internal feature extractor. In the figure 2 we show some examples
of the training set.

The external features have been extracted using the algorithm shown in sec-
tion 3. We have randomly selected 40 generic faces and 40 images with no faces
from natural environments. Using this set we have learned the fragments based
model, setting the default threshold α to 0.01. Only the 400 fragments with
maximum probability have been preserved. We also guarantee that there are
fragments from each part of the face in the final set (frontal, chin zone, and both
laterals). In the table 1 we compare the results using just internal features with
PCA and NDA, with the use of our purpose with external information. We have
used the nearest neighbor classifier on each case, with euclidean distance. The
optimal dimensionality reduction on each case as been selected cross validating
the training data. We show on table 1 the accuracies on each type of image for
each case. As can be seen, the NDA algorithm outperforms the PCA in almost
all the cases, given that NDA focuses the feature extraction on finding the most
discriminative features while PCA just tries to preserve the maximum amount
of data variance.
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Fig. 2. Central part of some training images with only internal features.

Once we have fixed the NDA technique as the most suitable for the face
recognition task, we have combined the external features and the internal ones
using this algorithm, in order to obtain higher accuracies combining both ap-
proaches (COM in the table 1). The results obtained show that the external
features help significantly the face recognition task. Actually, the technique is
specially suitable when there are occlusions (sets A08 to A13), as can be seen,
the contribution of the external features is notable in this cases, due to the large
presence of fragments on the non occluded parts of the face. This allows new
features for the NDA algorithm that have not been affected by the occlusions. In
frontal and gesture images, the use of external features also improves the NDA
using just internal features. In images with strong changes in the illumination,
the external features also help when the light is focused on a lateral, giving more
importance to the non illuminated side (more fragments). In Images with strong
light changes on both sides the external features do not contribute to the global
accuracy of the NDA given that the correlation values are mislead in all the
cases due to the light.

Table 1. Results using Principal Component Analysis (PCA), Non Parametric Dis-
criminant Analysis (NDA), and our purpose combining internal and external features
(COM) for each AR Face image subset (percentage rates).

AR01 AR02 AR03 AR04 AR05 AR06 AR07 AR08 AR09 AR10 AR11 AR12 AR13

PCA 76.7 69.7 74.4 51.1 67.4 60.4 60.4 34.9 39.5 34.9 44.2 37.2 23.2

NDA 74.4 79.1 76.7 51.2 76.7 69.8 62.8 34.9 46.5 37.2 62.8 44.2 46.5

COM 81.4 86.0 76.7 55.80 72.1 69.8 74.4 44.2 53.5 41.9 67.4 60.5 51.2

5 Conclusions

In this paper we have proposed a method for face recognition using internal
and external features. We have adapted a Parts Based Segmentation algorithm
to learn a model to extract the external features of new unseen images. These
external features have been combined with the internal ones using classic dis-
criminant analysis techniques. In this work the NDA algorithm has been used
for this purpose. The experimental results show that external features improve
the ones obtained using only internal information and this indicates that the
contribution of external features is relevant for classification purposes, specially
when occlusions are present.
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As a future work we plan to get better reconstruction methods to represent
the external features of each subject using the learned model. Alternative infor-
mation to the normalized correlation could be used (derivatives, edge detectors).
Also the reconstruction could be more reliable if the geometric relationships be-
tween the fragments are taken into account. Other algorithms could be used to
combine external and internal information, weighting its relative significance.
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Abstract. This paper presents an efficient iris recognition method based
on wavelet multi-scale decompositions. A two-dimensional iris image
should be transformed into a set of one-dimensional signals initially
and then the wavelet coefficients matrix is generated by one-dimensional
quadratic spline wavelet multi-scale decompositions. From the basic prin-
ciples of probability theory, the elements at the same position in different
wavelet coefficients matrices can be considered as a high correlated se-
quence. By applying a predetermined threshold, these wavelet coefficients
matrices are finally transformed into a binary vector to represent iris
features. The Hamming distance classifier is adopted to perform pattern
matching between two feature vectors. Using an available iris database,
final experiments show promising results for iris recognition with our
proposed approach.

1 Introduction

Biometrics is automated methods of identifying a person or verifying the iden-
tity of a person based on a physiological or behavioral characteristic, such as
fingerprints, face, iris, handwriting and gait etc. Today the practical applica-
tions for biometrics are diverse and expanding, and range from health-care to
government, financial services, transportation and public safety and justice.

Since 9.11 terror attack in U.S.A., more reliable and safer security techniques
are desired. Due to uniqueness, stability and live status of iris patterns and
high reliability and noninvasive acquisition of the iris-based recognition system,
iris recognition technology has become a most important biometric solution for
personal identification and is becoming an active topic in biometrics [1]–[2].

1.1 Related Work Based on Wavelet

Since the 1990s, much work on iris recognition has been done and great progress
has been made [3]–[6]. In recent years wavelet-based technology has been widely
used in the field of iris recognition and developed this kind of authentication tech-
nology. Boles et al. [5] obtained an iris representation via the zero-crossings of
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one-dimensional wavelet transform and iris matching was based on two dissimi-
larity functions. Lim et al. [7] analyzed iris patterns based on Haar wavelet trans-
form and a modified competitive learning neural network (LVQ) was adopted
for classification. Ma et al. [8] used wavelet local extremum to locate the local
sharp variation points and transformed location information to a binary feature
vector. Iris pattern matching was performed by exclusive OR operation.

1.2 Outline

With a one-dimensional (1-D) wavelet multi-scale decomposition, an original sig-
nal can be decomposed into one low frequency approximation component and
one high frequency detail component at a certain scale. The wavelet coefficients
referred to the detail component and those at different scales represent different
frequency information of the original signal. Therefore, wavelet coefficients are
usually selected to replace the original signal for recognition tasks. The method
presented in this paper arranges all the computed wavelet coefficients at different
scales into a matrix. Based on the probability theory and lemma, a threshold-
based scheme is used to obtain a binary vector to represent iris features. A fast
matching scheme based on Hamming distance is adopted to compute the simi-
larity between two binary vectors. Finally we perform a series of experiments to
evaluate the proposed approach and provide analysis on the overall experimental
results.

The contents of this paper are as follows. Section 2 provides an overview of
an iris recognition system working flow. Detailed descriptions of image prepro-
cessing, feature extraction and matching are given in section 3. Experimental
results and analysis are stated in Section 4, and finally the conclusions are given
in Section 5.

2 How Iris Recognition System Works

Fig. 1 describes the working flow of an iris recognition system. An iris template
database being provided in advance, it contains 5 steps, (1) live-acquire an iris;
(2) preprocess the iris image; (3) extract iris features and generate a feature vec-
tor; (4) match the unknown feature vector against stored templates; (5) provide
a matching score to identify an authentication or imposter.

3 Iris Image Analysis and Pattern Matching

3.1 Iris Image Preprocessing

An iris image preprocessing composes of iris localization, normalization and tex-
ture enhancement [8]. Iris location can extract the valid iris texture from an iris
image including some irrelevant parts (e.g. eyelid, pupil etc). Then the localized
iris is unwrapped to a rectangular block of a fixed size in order to reduce the
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Fig. 1. How an iris recognition system works.

deformation caused by variations of the pupil and obtain approximate scale in-
variance. Finally, lighting correction and contrast enhancement are applied to
compensate for difference of imaging conditions. The whole procedure is illus-
trated in Fig. 2. From the preprocessing result of an iris image (Fig. 2c) we can
see that iris texture characteristics become clearer than those in Fig. 2b.

(a)

(b)

(c)

Fig. 2. Iris image preprocessing: (a) original image; (b) normalized image; and (c)
enhanced image.

3.2 Iris Feature Extraction

1-D Wavelet Multi-scale Decomposition. A finite 1-D discrete signal s
can be expressed as a finite sequence f0 = (f0,l)(l = 0, 1, · · · , L − 1) of a
certain length L. With 1-D wavelet multi-scale decompositions, f0 can be de-
composed into M high frequency components d1, d2, · · · , dM and one low fre-

quency component fM by the recursions fm+1,l =
2l+N∑
k=2l

hk−2lfm,k and dm+1,l =

2l+1∑
k=2l−N+1

(−1)kh2l+1−kfm,k, where (h0, h1, · · · , hN ) is a real-valued sequence

used as the wavelet filter with an even length of N + 1 and the index m is the
scale of the wavelet transform. The computed wavelet coefficients over M scales
can be arranged into a matrix with the portion W being filled with zero-valued
elements as shown in Fig. 3.
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Fig. 3. 1-D wavelet decompositions of a sequence f0.

Feature Representation. For a representative set of K signals, the computed
wavelet coefficients are arranged into a matrix for each individual signal. We de-
note each such matrix by Bk =(bij)k (i=1, 2, · · · ,M ;j=1, 2, · · · , (L+N − 1)/2
for even L; j = 1, 2, · · · , (L+N)/2 for odd L; k = 1, 2, · · · ,K). The elements at
the same position in these different matrices from same class can be considered
as samples from high correlated variables. Let B̃k = (|bij |)k and derived from
B̃k the following standardized matrix G can be represented by:

G = (gij) =

1
K

K∑
k=1

B̃k − μ

(
1
K

K∑
k=1

B̃k

)
· Ĩ

σ

(
1
K

K∑
k=1

B̃k

) (1)

where μ(A) and σ(A) denote the mean and standard deviation of any matrix
A, respectively; Ĩ is the matrix of the same size as B̃k but containing only 1s
as its elements. Matrix G is formed by statistical computations of K wavelet
coefficients matrices and reflects the whole spectrums of characteristics of K
signals.

According to wavelet theory, a wavelet coefficient d(q+1),l with shift l at scale
q can be considered as linear combination of many independent random vari-
ables. The number of variables is equal to the length of support set of discrete
wavelet. In terms of Central Limit Theorem, the distribution of wavelet coef-
ficients matrix satisfies normal distribution. Therefore the elements of matrix
G should be should be nearly N(0, 1) distributed, Following from the Lemma

presented in [9], a threshold of the form T =
√

2 ln(Ñ/γ), with γ ≥ e2, is ap-

plied to the elements of the matrix G, Ñ being the number of computed detailed
coefficients. thus we get the binary matrix:

Gb = (Θ(gij − T )) (2)

with the Heavyside function Θ(x) = 1 for x ≥ 0 and Θ(x) = 0 for x < 0.
Each element (1 or 0) in Gb represents the correlation degree with the original
signal of the corresponding wavelet coefficient and is taken as an iris feature
representation.
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Feature Vector. As mentioned earlier, a two-dimensional (2-D) iris images
should be transformed into 1-D intensity signals initially. Experiments indicate
that the informative features in the angular direction corresponding to the hor-
izontal direction in the normalized image have higher intensities than those in
other directions [10]. Therefore, a simple horizontal scanning technique was ap-
plied to decompose the 2-D normalized image I into a set of 1-D intensity signals
S according to the following equations:

Si =
1
U

U∑
j=1

I(i−1)∗U+j (i = 1, 2, · · · , V )

I =
(
IT
1 , · · · , IT

x , · · · , IT
H

)T
(3)

where I is the normalized image of H ×W , Ix denotes the xth row-data in the
image I, U is the total number of rows used to from Si, V is the total number
of 1-D signals.

For K different iris samples from the same class, K series of 1-D intensity sig-
nals noted by Sk (k = 1, 2, · · · ,K) are generated by Equ.3. Through 1-D wavelet
decompositions, the wavelet coefficients matrix of Sk is obtained, denoted by
Bk. Using Equ.1 and Equ.2, all Bk are transformed into a ’large’ binary matrix
G = {g1, g2, · · · , gV }. By extending gx to a row-vector fx, all fx are concatenated
to constitute an ordered template feature vector to represent this class, denoted
by Ft = {f1, f2, · · · , fV }.

For an input 2-D iris image, its feature extraction can be considered as a
particular situation with K = 1 using the same threshold and the feature vector
is denoted by Fu = {f ′

1, f
′
2, · · · , f ′

V }.

3.3 Iris Pattern Matching

The pattern matching between the feature vector of an unknown iris image and
a template vector in an iris database is performed by a Hamming distance (HD)
classifier, which can be calculated as:

HD =
1
L̃

L̃∑
j=1

Fuj ⊕ Ftj (4)

where Fu and Ft are two binary vectors to be compared, L̃ is the length of the
vector and ⊕ denotes the exclusive-OR operator. The result of this computation
is then used as the quality of the match, with smaller values indicating better
matches.

Due to changes of head orientation and binocular vergence at different iris
acquisition time, the angular variation of an acquired iris image changes over a
small range between -10˚and +10˚for the same person. Therefore, the following
measures should be taken to make our proposed approach rotation invariant.
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Firstly all the original iris images are normalized into rectangle blocks with
size H ×W ′ (W ′ > W ). The centered blocks with size H ×W from K represen-
tative iris samples are used to generate template feature vector. For an acquired
iris image, the centered block with size H ×W shifts from center to both sides
by a step Δw, resulting in (W ′−W )/Δw overlapped blocks within the range of
W ′−W . We compute all the similarities between shifted blocks and the template
vector. The minimum similarity is taken as the final matching score.

4 Experimental Results and Data Analysis

4.1 Determining Algorithm Parameters

The Selection of the Parameters in 1-D Signal Generation. Each iris
image is normalized into a rectangle block of a fixed size 48 × 512. Due to the
appearance of some disturbing information such as eyelids or eyelashes in the
lower part of the normalized image, the top-most 75% section is taken as the
region of interest (ROI), in which we extract iris features. Since the number
of rows in ROI is fixed, the product of the total number V of 1-D signals and
the number U of rows used to form a 1-D signal is a constant in experiments.
The recognition rate of the proposed algorithm can be regulated by changing the
parameter U . A small U results in characterizing the iris details more completely,
and thus increases recognition accuracy. A large U , however, implies a lower
recognition rate with a higher computational efficiency. This way, we can trade
off between speed and accuracy. In experiments, we chose U = 4 and in total 8
signals are generated from one iris image.

The Selection of the Wavelet Basis and Decomposition Scales. Due to
desirable properties concerning compact support, vanishing moment, etc., the
quadratic spline wavelet basis was adopted for 1-D multi-scale decompositions
in this paper. For a signal with a certain length L, wavelet decompositions could
decompose it over log2 L scales with Mallat’s pyramidal algorithm. With the
scale increasing, the ability to represent a signal with wavelet coefficients turns
degrading. Therefore, we used a combination of scales from 1 to 4 to construct
wavelet coefficients matrices.

The Selection of the Binary Threshold T . The selection of the threshold T
in Equ.2 directly affects the performance of our method. Because a combination
of scales from 1 to 4 was selected and γ ≥ e2, we could compute that T ∈
[0, 2.894] by the form T =

√
2(ln Ñ − ln γ). A larger T leads to more 0s in a

feature vector, which weakens some useful information. A smaller T leads to
more 1s, which magnifies some irrelevant information. Therefore, a reasonable T
should be determined to perform the threshold-based scheme, which brings on
appropriate feature representations. Therefore, we chose T = 0.672.
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Table 1. Experiment results for different matching criteria.

Matching Criterion FNMR (%) FMR (%)

0.34 2.22 0.17

0.345 1.74 0.52

0.35 1.42 1.34

0.355 0.95 3.30

0.36 0.47 6.86

(a) (b)

Fig. 4. Overall test results: (a) HD distributions of intra-class and inter-class; and (b)
ROC curve.

4.2 Overall Test Results

Since the algorithm parameters were determined, we could use an iris database
named CASIA [11] to evaluate the performance of the proposed method. In
following experiments, we made in total 56,700 comparisons, including 630 intra-
class comparisons and 56,070 inter-class comparisons. The receiver operating
characteristic (ROC) curve and equal error rate (EER) are used to evaluate the
performance [2]. Fig. 4 illustrated the HD distribution of intra-class and inter-
class and the ROC curve. The performances of different matching criteria were
tabulated in Table 1.

4.3 Data Analysis

(1) The distribution map in Fig. 4a illustrated that the HD distribution for intra-
class irises was concentrated in the range [0.22, 0.28]. On the other hand, for inter-
class irises, the HD distribution was concentrated in the range [0.34, 0.39]. This
reveals that the features extracted by our method could meet the classification
demand for iris recognition.
(2) Table 1 suggested that the EER was close to 1.40% (the italic and bold
numbers in the table). From ROC curve in Fig. 4b, when the FMR was close to
0%, the FNMR was just less than 3.5%. In such experiments with less intra-class
iris comparisons, the experimental results are highly encouraging.
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5 Conclusions

This paper proposed a new iris recognition method based on quadratic spline
wavelet multi-scale decompositions. Utilizing the probability theory and lemma,
a threshold-based scheme is applied to the wavelet coefficients matrices to con-
struct iris feature representations. The binary feature vector allows a simple
pattern matching approach. The iris features can be compactly represented by
480 bytes and the average computation time for one iris recognition is less than
one second. Therefore, the proposed iris recognition system fully meets the de-
mands of information storage and real-time operation.
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Abstract. In practical speech recognition applications, channel/envi-
ronment conditions may not match those of the corpus used to estimate
the acoustic models. A straightforward methodology is proposed in this
paper by which the speech recognizer can match the acoustic conditions
of input utterances, thus allowing instantaneous adaptation schemes.
First a number of clusters is determined in the training material in a
fully unsupervised way, using a dissimilarity measure based on shallow
acoustic models. Then accurate acoustic models are estimated for each
cluster, and finally a fast match strategy, based on the shallow models,
is used to choose the most likely acoustic condition for each input ut-
terance. The performance of the clustering algorithm was tested on two
speech databases in Spanish: SENGLAR (read speech) and CORLEC-
EHU-1 (spontaneous human-human dialogues). In both cases, speech
utterances were consistently grouped by gender, by recording conditions
or by background/channel noise. Furthermore, the fast match methodol-
ogy led to noticeable improvements in preliminary phonetic recognition
experiments, at 20-50% of the computational cost of the ML match.

1 Introduction

One of the most challenging issues posed by current applications of continu-
ous speech recognition is the increased acoustic variability due to spontaneous
speech, speaker features, channel or environmental conditions, etc. Many adap-
tation techniques have been proposed to increase the robustness of speech rec-
ognizers to speaker features and mismatched environment conditions [1]. One
of them consists of organizing the training material into clusters of acoustically
similar utterances, then training specific acoustic models for them, and finally
matching the acoustic conditions (i.e. the most suitable cluster) for each input
utterance.
� This work was partially supported by the University of the Basque Country, un-

der grant 9/UPV 00224.310-13566/2001, and the Spanish MCYT, under project
TIC2002-04103-C03-02.
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The training material may be clustered in a supervised way by using a priori
knowledge about speaker identities or environmental conditions of utterances [2].
But in practical applications such knowledge might be unreliable or unavailable.
In this framework, an unsupervised clustering algorithm is needed to automat-
ically determine an optimal partition in the set of utterances, as some authors
have proposed [3–5].

In a previous study, we developed a clustering algorithm to find an optimal
partition of speakers in the training material. Then we trained speaker-class
models and during recognition the most suitable speaker classes for each input
utterance were selected or combined in a fast and straightforward manner, using
shallow acoustic models [6]. In that study, all the samples from any given speaker
had to be moved to the same speaker-class. Here we apply the same methodology
but in a fully unsupervised way: information about speaker identity is left out
and each utterance is moved independently.

Assuming a non homogeneous set of speech utterances in the training cor-
pus, we propose an unsupervised clustering algorithm which automatically finds
an optimal partition in that set, using a dissimilarity measure based on shallow
acoustic models. Once the optimal partition is defined, hidden Markov models
(HMM) are estimated for each cluster. During recognition, the shallow models
are applied to the input utterances in a straightforward manner, without recog-
nizing them, to choose the most suitable clusters. The corresponding HMMs are
then applied to get a number of decodings for each input utterance, and finally
the most likely string is hypothesized. The number of decodings actually done
depends on the sharpness of the decision, i.e. on the number of cluster candi-
dates. In the best case, a single decoding would be carried out for each input
utterance. Assuming that each cluster represents specific acoustic conditions (a
pool of gender, channel and environment), this procedure can be viewed as a
fast match of acoustic conditions. The fast match strategy is critical to mak-
ing cluster models useful in actual applications, since the Maximum Likelihood
(ML) match – i.e. carrying out all the decodings, one for each cluster, and then
selecting the decoded string with the highest likelihood – would be too costly.

The rest of the paper is organized as follows: Section 2 describes the histogram
models used to represent the clusters; Section 3 briefly outlines the clustering
algorithm; Section 4 describes the fast match approach followed in this study;
Section 5 presents experimental evaluation of the clustering algorithm on two
speech databases in Spanish, and phonetic recognition results which provide ev-
idence of the usefulness of the fast match strategy; finally, Section 6 summarizes
the main contributions of the study.

2 The Shallow Acoustic Model

Let M be the number of acoustic vectors used to represent the speech signal
at each time t. Then each sample X(t) consists of M vectors, Xj(t) with j =
1, . . . ,M . First, Vector Quantization (VQ) is applied to build a codebook of N
centroids for each acoustic representation. These codebooks minimize the average
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distortion in quantifying the acoustic vectors of the training corpus. Once the
VQ codebooks are defined, each vector Xj(t) can be replaced by a single symbol
Yj(t) ∈ {1, . . . , N}, corresponding to the index of the nearest centroid.

Now, assuming that the training corpus is partitioned into S clusters, consider
the cluster i, for which c(i) samples are available. We store in c(k, j, i) the number
of times Yj(t) = k in the set of samples corresponding to the cluster i, and define
the discrete distribution Pj(k|i) as:

Pj(k|i) =
c(k, j, i)
c(i)

. (1)

This is an empirical distribution based on the histograms of the symbols at each
acoustic stream. Hereafter, we will refer to it as histogram model. Note that for
any j

∑N
k=1 c(k, j, i) = c(i), so that

∑N
k=1 Pj(k|i) = 1. The probability that a

quantified speech sample Y (t) is produced in the acoustic conditions represented
by cluster i is defined as the joint discrete distribution:

P (Y (t)|i) =
M∏

j=1

Pj(Yj(t)|i) . (2)

Finally, the probability that a speech utterance Y = {Y (t)|t = 1, . . . , T} is
produced in the acoustic conditions represented by cluster i is computed as
follows:

P (Y |i) =
T∏

t=1

P (Y (t)|i) . (3)

3 The Clustering Algorithm

A top-down clustering scheme was applied starting from a single cluster, itera-
tively splitting one of the clusters and readjusting the allocation of utterances
until not enough speech frames were available or the average distortion decreased
below a certain threshold.

Before writing the algorithm, we must give some definitions. First, a his-
togram model is constructed for each speech utterance l, based on the set of
quantified samples corresponding to that utterance, with Υ (l) = {Y (t)|t =
1, . . . , s(l)}, s(l) being the length of the utterance. Then the dissimilarity of
l with regard to a given cluster i, d(l; i), is defined as follows:

d(l; i) = − log
{
P (Υ (l)|i)
P (Υ (l)|l)

}
, (4)

where P (Υ (l)| ·) is computed as the joint probability of all the quantified speech
samples corresponding to the utterance l, given a histogram model (equation 3).

At any iteration n of the clustering algorithm, each utterance l is assigned to
the closest cluster i(l)n in the partition Π(n): i(l)n = argming∈Π(n) d(l; g). Taking
this into account, the distortion of Π(n) is defined as:
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R(n) =
1
L

L∑
l=1

d(l; i(l)n ) = −log
[

L∏
l=1

P (Υ (l)|i(l)n )
P (Υ (l)|l)

]1/L

(5)

where L is the number of speech utterances in the training corpus.
Finally, for each cluster i, the first and second centroid utterances, γ(i)

1 and
γ

(i)
2 , are defined as those yielding the two smallest values of the dissimilarity

with regard to that cluster:

γ
(i)
1 = arg min

l∈i
d(l; i) ; γ

(i)
2 = arg min

l∈i,l 
=γ
(i)
1

d(l; i) (6)

The clustering algorithm is described in detail in the following paragraphs:

1. For each utterance l ∈ {1, . . . , L} and for each acoustic stream j ∈
{1, . . . ,M}, the utterance histograms s(k, j, l) are counted, and the normal-
izing factor s(l) =

∑N
k=1 s(k, 1, l) computed.

2. Initially (n = 0), a single cluster is defined (S = 1) including all the ut-
terances: ∀l, i(l)0 = 1. The clustering distortion R(0) is computed. Also,
for each acoustic representation j ∈ {1, . . . ,M} the histogram model of
the initial cluster is computed as follows: c(k, j, 1) =

∑L
l=1 s(k, j, l) and

c(1) =
∑L

l=1 s(l).
3. repeat

3.1 n← n + 1
3.2 For each cluster g ∈ Π(n), obtain the first and second centroid utter-

ances, γ(g)
1 and γ

(g)
2 , and the average cluster distortion, computed as

D(g) = 1
L(g)

∑
l∈g d(l; g), where L(g) is the number of speech utterances

in g. Add this information to a list of cluster split candidates, ccand, in
descending order of D(g).

3.3 while ccand �= ∅ do

3.3.1 Extract the first item of the list: (g, γ(g)
1 , γ

(g)
2 ), and split cluster g in

two, taking as seed models of the new clusters those of γ(g)
1 and γ

(g)
2 ,

respectively.
3.3.2 repeat

- For each utterance l, assign it to the nearest cluster
- For each cluster i, recompute the histogram model using the

counts s(k, j, l) and s(l) of the utterances assigned to it.
until maximum number of iterations or clusters unchanged

3.3.3 if the new partition is valid then
{ S ← S + 1; Compute R(n); Empty ccand; }
else
{ Recover the partition at n− 1; R(n)← R(n− 1); }

until (R(n− 1)−R(n))/R(n) < τ

4. Store the partition information and the corresponding histogram models.
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In the above algorithm τ > 0 is an empirical threshold for the relative decrease in
average distortion. Also, each time a new partition is generated, all the clusters
must contain a minimum number of speech frames to guarantee the trainability
of the acoustic models. When not enough frames are available for any of the
clusters, the previous partition is recovered and another splitting explored (step
3.3.3). Note also that the candidate splittings are explored in descending order
of D(g), so that the cluster with the highest distortion is split first.

4 The Fast Match Strategy

During recognition, the most suitable acoustic model(s) must be selected/com-
bined for each input utterance. Various alternatives were explored in a previous
study, where each cluster represented a speaker class [6]. The Maximum likelihood
(ML) match approach, consisting of carrying out S decodings, one for each HMM
set, and selecting the one that yielded the highest likelihood, was found to be
the optimal but also the most expensive alternative. On the other hand, if the
histogram models were used to pre-select a beam of candidates – thus drastically
reducing the number of decodings –, the same performance was obtained at a
much lower cost. In practice, the average number of decodings was reduced to
around two or three.

Taking these results into account, for each input utterance we have considered
only those clusters whose histogram probabilities are higher than a heuristically
fixed threshold (70% of the maximum value). Decodings are obtained only for
them, and finally the decoded string that yields the highest likelihood is hypoth-
esized. This is a kind of beam selection, motivated by the fact that sometimes
the most suitable cluster – in terms of acoustic likelihood – yields histogram
probabilities near but below the maximum.

5 Experimental Results

5.1 Databases

A phonetically and gender-balanced read speech database in Spanish, called
SENGLAR, acquired at 16 kHz in laboratory conditions, was considered in the
first place to tune the clustering algorithm. The training corpus consisted of
1529 utterances, pronounced by 57 (29 male, 28 female) speakers, and included
60399 phone samples with a total duration of around 80 minutes. The test corpus
consisted of 700 utterances, pronounced by 33 (18 male, 15 female) speakers, and
included 32034 phones with a total duration of around 40 minutes.

A spontaneous speech database in Spanish called CORLEC-EHU-1 [7], com-
posed of 42 human-human dialogues taken from radio and TV broadcasts using
an analog tape recorder, was considered in the second place to test the pro-
posed methodology in more difficult conditions: variable and noticeable back-
ground/channel noise, presence of spontaneous speech events, pronunciation
variability, etc. The training corpus consisted of 1421 utterances, pronounced



A Clustering Algorithm for the Fast Match of Acoustic Conditions 567

by 67 (49 male, 18 female) speakers, and included 187675 phone samples with
a total duration of around 225 minutes. The test corpus consisted of 704 ut-
terances, pronounced by 35 (21 male, 14 female) speakers, and included 93415
phones with a total duration of around 114 minutes.

5.2 Results of Clustering

The mel-scale cepstral coefficients (MFCC) and energy (E) – computed in frames
of 25 milliseconds, taken each 10 milliseconds – were used as acoustic features.
The first and second derivatives of the MFCCs and the first derivatives of E were
also computed. Four acoustic streams were defined: MFCC, ΔMFCC, Δ2MFCC
and (E,ΔE). Finally, the LBG vector quantization algorithm [8] was applied to
get four codebooks, each one consisting of 256 centroids.

The clustering algorithm was run using the training corpora of the two
databases described above. At least 30000 speech frames (5 minutes) were re-
quired for each cluster to be valid. The maximum number of convergence iter-
ations (step 3.3.2) was set at 20, and the threshold for the relative decrease in
average distortion was set at τ = 0.01. This resulted in 8 clusters for SENGLAR
and 17 clusters for CORLEC-EHU-1.

SENGLAR was built by integrating three sub-corpora, called FRASES,
EUROM1 and PROBA, recorded in different places with slightly different hard-
ware, so that not only speaker characteristics but also channel features may
differ from one utterance to other. As shown in Table 1, all the clusters except
for #3 and #4 consisted of utterances from one single sub-corpus. Additionally,
clusters were formed almost exclusively either by male or by female speakers.
This means that channel and speaker characteristics were effectively working to
separate clusters from one another.

With regard to CORLEC-EHU-1, besides gender, two channel/environment
conditions were clearly separated by the clustering algorithm: radio and TV
interviews. In fact, 13 of the 17 clusters were pure in terms of gender and chan-
nel/environment, which represents 51.76% of the training frames. The remaining
4 clusters consisted of a pool of male/female, radio/TV utterances.

Table 1. Distribution of speech utterances after clustering in SENGLAR.

FRASES EUROM1 PROBA

male female male female male female

Cluster #1 0 0 120 8 0 0

Cluster #2 119 0 0 0 0 0

Cluster #3 0 0 302 2 60 0

Cluster #4 0 0 1 6 14 100

Cluster #5 0 0 24 236 0 0

Cluster #6 0 262 0 0 0 0

Cluster #7 0 0 0 143 0 0

Cluster #8 132 0 0 0 0 0
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5.3 Phonetic Recognition Results

Phonetic recognition experiments were carried out using the HMMs obtained
through the unsupervised clustering methodology described above. MAP esti-
mates were applied to get more robust models (only the Gaussian means and
weights were re-estimated) [9]. During recognition, the fast match strategy de-
scribed in Section 4 was applied. In the case of SENGLAR, the set of context-
independent sublexical units consisted of 23 phone-like units (PLUs) plus one
extra unit for silences. In the case of CORLEC-EHU-1, besides the 23 PLUs
14 extra units were defined to model spontaneous speech events such as noises,
lengthenings, filled pauses, silent pauses, etc. A set of left-side biphones was also
defined in both cases, taking into account only the trainability of the correspond-
ing models (at least 300 training samples were required). Left-side biphones were
applied jointly with context-independent units to guarantee acoustic coverage.
Each sublexical unit was represented with a left-right Continuous-Density HMM
consisting of three states with self-loops but no skips. Phonological restrictions
were applied only when dealing with left-side biphones. Finally, the extra units
representing spontaneous speech events were either filtered or mapped into PLUs
before the recognized and the correct strings were aligned. Phonetic recognition
rates obtained using HMMs adapted through unsupervised clustering are shown
in Table 2. To allow suitable comparisons, results using non-adapted HMMs (es-
timated using the whole training corpus) and HMMs adapted through speaker
clustering [6] are also shown.

Table 2. Phonetic recognition rates obtained using non-adapted HMMs and HMMs
adapted through speaker clustering and unsupervised clustering of utterances, for
SENGLAR and CORLEC-EHU-1. Experiments were carried out using context-
independent (CI) and context-dependent (CD) sublexical units.

SENGLAR CORLEC-EHU-1

CI CD CI CD

Non-adapted HMMs 72.38 75.38 52.42 57.09

Adapted HMMs: Speaker Clustering 74.41 75.79 53.89 58.05

Adapted HMMs: Unsupervised Clustering 74.33 75.78 53.53 57.58

The HMMs adapted through unsupervised clustering outperformed the non-
adapted HMMs in all cases. In the case of SENGLAR, improvements were quite
noticeable when using context-independent models (7.06% relative error reduc-
tion), whereas only slight imoprovements were achieved with context-dependent
models (1.62% relative error reduction). This is probably due to a lack of sam-
ples for the context-dependent models. In the case of CORLEC-EHU-1 more
training samples were available, but the higher acoustic variability of sponta-
neous speech and especially the adverse channel/environment conditions made
the improvements smaller in both cases (2.33% and 1.17% relative error reduc-
tion, respectively). In fact, phonetic recognition rates for CORLEC-EHU-1 are
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around 20 absolute points lower than those obtained for SENGLAR. So, though
the usupervised clustering of utterances helps in modeling channel/environment
variabilities, more specific strategies (noise compensation techniques, noise ro-
bust features, etc.) seem to be needed. On the other hand, the performance
attained through unsupervised clustering is almost the same as that obtained
through speaker clustering, with no information about either speaker identities
or channel/environment conditions. Finally, the average number of decodings
in the fast match was 4.09 in the case of SENGLAR and 3.64 in the case of
CORLEC-EHU-1, which works out at 51.13% and 21.41% of the computational
cost of the ML match, respectively.

6 Concluding Remarks

A new clustering algorithm is presented in this paper which automatically deter-
mines an optimal partition in the training corpus of a speech database using a
dissimilarity measure based on shallow acoustic models. Then accurate acoustic
models are estimated for each cluster, which represent specific (but unknown)
speaker/environment conditions. During recognition, the most suitable clusters
are selected using a fast match strategy, combining acoustic probabilities com-
puted with the shallow models and full decodings obtained with HMMs. Pre-
liminary results are presented for two databases of read and spontaneous speech
in Spanish, revealing that speaker and channel/environment characteristics are
implicitly taken into account by the clustering algorithm. A 7% decrease in error
rate was attained in phonetic recognition experiments over read speech, at half
the computational cost of the ML match. For spontaneous speech, the relative
error decrease was slightly higher than 2%, at 20% of the cost of the ML match.
Our current work involves applying this methodology to larger corpora of non
homogeneous speech, such as those recorded in human-machine dialogue tasks.
Note that unsupervised adaptation to speaker and environment conditions is
crucial to increasing the robustness of spoken dialogue systems.
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Polytechnic School, 28871 Alcalá de Henares, Madrid, Spain
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Abstract. This paper deals with the application of adaptive signal mod-
els for parametric speech and audio compression. The matching pursuit
algorithm is used for extracting sinusoidal components and transients in
audio signals. The resulting residue is perceptually modelled as a noise
like signal. When a transient is detected, psychoacoustic-adapted match-
ing pursuits are accomplished using a wavelet-based dictionary followed
of an harmonic one. Otherwise, matching pursuit is applied only to the
harmonic dictionary. This multi-part model (Sines + Transients + Noise)
is successfully applied for speech and audio coding purposes, assuring
high perceptual quality at low bit rates (close to 16 kbps for most of the
signals considered for testing).

1 Introduction

Parametric coding of audio signals has become a popular tool for representing
these signals at very low bit rates [1–3]. A wide range of audio signals intuitively
fit into the three-part model of Sines, Transients and Noise. Transients describe
drum hits and the stacks of many instruments, sines describe signal components
that have a distinct pitch, and noise often describes the rest of the signal that
is neither sinusoidal nor transient. This model consists of three parts that work
together and complement each other to form a complete and robust signal model,
which makes possible a highly optimized audio compression scheme. To alleviate
model mismatch problems, the three part of the model operate in series. First,
transients are modelled and removed, leaving a residual signal. Then, sinusoids
are modelled and removed, leaving a noise-like signal for the noise model. As
such, each model captures signal components that are coherent to its underlying
assumptions.

The classical sinusoidal or harmonic model has been applied with success
for the purpose of coding speech signals [4]. This model comprises an analysis-
synthesis framework that represents a signal as the sum of a set of sinusoids
(partials) with time-varying frequencies, phases, and amplitudes. A large number
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of methods have been proposed for estimating the parameters of the sinusoidal
model. Estimation of parameters is typically accomplished by peak picking the
Short-Time Fourier Transform (STFT) [4]. Usually, analysis by synthesis is used
in order to verify the detection of every spectral peak.

On the other hand, transients extraction is useful for those parts of audio
signals with sharp attacks, because sinusoidal and noise models cannot repre-
sent them efficiently. In [3, 5, 6] different approaches for transient modelling are
presented.

The three-part signal model is completed with a noise model for noise-like
signals. Noise modelling has seen attention in the literature. LPC based schemes
are the subject of much research. Another promising noise model has perceptual
roots in that it uses energy on an Equivalent Rectangular Bandwidth (ERB)
scale [7]. In this paper the three-part signal model is completed with a wavelet-
based noise model.

This paper proposes an efficient, accurate and flexible multi-part model for
wide-band speech and audio coding. The matching pursuit algorithm is used
in order to iteratively select the functions that best match the current audio
frame for representing transients and sinusoids. Sinusoids are modelled using
sets of complex exponential functions, while transients are modelled using sets of
wavelet functions. The matching pursuit algorithm operates with both sinusoids
and wavelet functions.

2 Matching Pursuit

The matching pursuit algorithm was introduced by Mallat and Zhang in [8]. So
as to explain the basic ideas concerning this algorithm, let’s suppose a linear ex-
pansion approximating the analyzed signal x[n] in terms of functions gi[n] chosen
from a over-complete dictionary D = {gi ; i = 0, 1, . . . , L}. The L elements of
the dictionary span CL and are restricted to have unit norm.

At the first iteration of matching pursuit, the atom gi[n] which gives the
largest inner product with the analyzed signal x[n] is chosen. The contribution
of this vector is then subtracted from the signal and the process is repeated on
the residue. At the m-th iteration, the residue is:

rm[n] =
{
x[n] m = 0
rm+1[n] + αi(m) · gi(m)[n] m �= 0 (1)

where αi(m) is the weight associated to the optimum atom gi(m)[n] at the m-th
iteration, and i(m) the dictionary index of that atom.

By computing the orthogonal projections of residue rm[n] on elements gi[n] ∈
D, the weight associated to each element at the m-th iteration is got:

αm
i =

〈rm[n], gi[n]〉
〈gi[n], gi[n]〉 =

〈rm[n], gi[n]〉
‖gi[n]‖2 = 〈rm[n], gi[n]〉 (2)
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The l2 norm of rm+1[n] can be expressed as:

||rm+1||2 = ||rm||2 − |〈rm, gi〉|2 = ||rm||2 − |αm
i |2 (3)

which is minimized by maximizing |αm
i |2 = |〈rm, gi〉|2.

Therefore, the optimum atom gi(m) at the m-th iteration is obtained as:

gi(m) = arg min
gi∈D

‖rm+1‖2 = arg max
gi∈D

|αm
i |2 (4)

It is simply equivalent to choosing the atom whose inner product with the
signal has the highest value.

The computation of correlations 〈rm[n], gi[n]〉 for all gi[n] ∈ D at each it-
eration is highly computational consuming. As derived in [8], this computation
effort can be substantially reduced using an updating formula based on equation
(1). The correlations at the m-th iteration are given by:

〈rm+1[n], gi[n]〉 = 〈rm[n], gi[n]〉 − αi(m) · 〈gi(m)[n], gi[n]〉 (5)

where the only new computation required for the correlation updating procedure
refers to the cross-correlation term 〈gi(m)[n], gi[n]〉, which can be pre-calculated
and stored, once overcomplete set D has been determined.

3 The Proposed Wide-Band Speech and Audio Coder

The proposed parametric wide-band speech and audio coder is defined with three
meaningful components:

– Transient modelling using energy-adaptive matching pursuit with a dictio-
nary of wavelet functions.

– Sinusoidal modelling using psychoacoustic-adaptive matching pursuit with
a dictionary a complex exponentials.

– Residue modelling as a noise like signal.

Figure 1 shows the encoder stage of the proposed parametric wide-band
speech and audio coder.
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Fig. 1. Block diagram of the encoder stage.
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The proposed wide-band speech and audio coder extracts from the input
audio signal a set of different parameters to be sent to the decoder. These pa-
rameters represent the information provided by the three-part model (Sines +
Transient + Noise). They are quantified using psycho-acoustical information to
ensure that decoded signals are perceptually identical to the original ones.

Before transient modelling, transient detection is required. Our transient de-
tector is based on sudden energy change detection. Besides, an adaptive tiling
of the time axis is required to achieve a right performance of the proposed audio
coder. We have used the algorithm proposed in [9].

3.1 Transient Modelling

We propose using matching pursuits with a dictionary of orthogonal wavelet
functions for transient modelling. The overcomplete dictionary D is made up
with those functions which give rise to the J-depth full Wavelet-Packet (WP)
decomposition, being MWP = J ·N the WP dictionary size, and N the frame
length. The inner products of the signal with the wavelet-based atoms in set
D lead to all the wavelet coefficients that can be considered in the J-depth
full WP tree. These coefficients can be identified using three indexes, {i, j, k},
which indicate the sub-band at a given decomposition depth, the decomposition
depth and the delay, respectively. The wavelet coefficients at the m-th iteration
of matching pursuit and the wavelet-based atoms can be expressed as follows:

αm
{i,j,k} = 〈rm[n], g{i,j,k}[n]〉 (6)

g{i,j,k}[n] = g{i,j}[n− 2jk] (7)

According to (5), the only necessary correlations to implement the matching
pursuit are 〈x[n], g{i,j,k}[n]〉 and 〈g{i1,j1,k1}[n], g{i2,j2,k2}[n]〉. The first ones are
obtained from the WP transform of x[n], while correlations between atoms are
pre-calculated and memory stored. These cross-correlations are formulated in
[6] when wavelet-based dictionaries built from orthonormal wavelets are used,
which results in:

〈g{i1,j1,k1}[n], g{i2,j2,k2}[n]〉 =

⎧⎨⎩
δ[k2 − k1] i1 = i2, j1 = j2
0 i2 �= $ i1

2j1−j2 %
g{i,j,k1}[k2] i2 = $ i1

2j1−j2 %
(8)

where j = j1 − j2 and i = ((i1))2j . Therefore, according to (8), the iterative
procedure to update correlations requires impulsive responses of the synthesis
WP tree branches to be stored [6].

3.2 Sinusoidal Modelling

For sinusoidal modelling, we propose using matching pursuits with a dictionary of
windowed complex exponential functions, instead of a set of windowed sinusoidal
functions, in order to reduce the computational complexity. Using windowed
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complex exponential sets, only the frequency of every exponential function must
be determined, which involves a significant reduction of the dictionary size [10].
The functions that belong to the considered set can be expressed as follows:

gi[n] = S · w[n] · ej 2πi
2L n, i = 0, . . . , L (9)

The constant S is selected in order to obtain unit-norm functions, w[n] is
the N -length analysis window, and L+1 the number of frequencies within the
dictionary. Amplitude, frequency and phase are the three parameters that define
each extracted tone by the sinusoidal model.

The implemented matching pursuit algorithm for sinusoidal modelling is
psychoacoustic-adaptive as in [11]. According to this approach, the extracted
tone at each iteration is the perceptually most important one. Psychoacoustic-
adaptive matching pursuits [11] define a perceptual distortion measure as

‖PDi‖2 =
∫ 1

0

â(f)|( ̂w[n](αm
i gi[n]))(f)|2 df (10)

where ˆ indicates the Fourier transform, w[n] is a window defining the signal
segment, and â the inverse of the masking threshold, which is computed on the
basis of the reconstructed signal that changes at each iteration.

In our implementation, the perceptual distortion measure in equation (10) is
slightly modified by integrating directly along the bark scale, which results in a
complexity reduction.

3.3 Residual Modelling

After sinusoidal and transient modeling, the residue is considered to be a noise
like signal. For audio applications, psychoacoustic phenomena have to be incor-
porated into the noise model. For noise perception, the exact shape of the magni-
tude spectrum is not as crucial as the energy at each critical band. According to
this principle, the ERB noise modelling is proposed in [7]. In our approach, the
ERB model is approximated by the Discrete Wavelet Transform (DWT). In this
case, DWT dictates the form of the filter bank, performing a dyadic partition in
frequency, which plays a central role in many aspects of perception.

The proposed noise model is composed of two stages: analysis and synthesis.
The DWT-based analysis stage divides each frame into J + 1 wavelet bands
(being J the decomposition depth), and estimates their energy. For the l-th
frame, the energy of the r-th wavelet band is found as:

El
r =

∑
m∈βr

|X l(m)|2 (11)

where βr contains the indexes of the r-th wavelet band, and X l(m), m ∈ βr,
represents the wavelet coefficients of the r-th wavelet band for the l-th frame.

The energy parameters approximates a power spectrum with piecewise con-
stant energy according to the DWT filter bank. These parameters are used for
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the DWT-based synthesis stage. In the synthesis stage the wavelet coefficients
are initialized to white noise using each band energy to control its respective
gain, which results in the synthesized noise. Subjective listening tests pointed
the necessity of improving the time characteristics of the synthesized noise in
order to avoid spreading effects. LPC filtering has been included in the proposed
noise model to achieve a time shaping of the synthesized noise. We have applied
an Auto-Regressive all poles model with 4 poles as maximum. The number of
poles in the model is given by the prediction gain. A lattice structure is adopted
to achieve an efficient quantization of the AR model information included in our
noise modelling approach.

4 Results and Discussion

To assess the performance of the proposed wide-band speech and audio coder, we
have obtained some subjective and objective results. The configuration parame-
ters are: 32-coefficient Daubechies filters and 4-level full WP decompositions (J
= 4) for transient modelling, 4096 frequencies (L = 4096) within the dictionary
for sinusoidal modelling, and 32-coefficient Daubechies filters and 9-level depth
for DWT in noise modelling. Twelve music samples considered hard to encode
have been used. They are 15 seconds-length CD-quality one channel speech and
audio signals. Special attention has been paid to signals with impulsive energy
bursts, which are extremely susceptible to the presence of ’pre-echoes’, and we
have made sure that the chosen set of source material covers a wide variety of
signals.

4.1 Objective Results

The resulting binary rates obtained with the proposed wide-band speech and
audio coder are presented in table 1. It contains the partial bit rates resulting for
the synthetic signals obtained from sinusoidal, transient and residual modelling
and the final bit rates resulting for the decoded signals (in kbits/s).

In order to illustrate the performance of the proposed wide-band speech and
audio coder, let’s consider an audio frame with an impulsive energy burst. Figure
2(a) represents the original audio signal, while figures 2(b) and 2(c) represent
the synthesized transient and sinusoidal components, respectively, when they are
modelled using the above described approaches. Finally, figure 2(d) shows the
noise-like residual signal. It can be observed that the synthetic signal in figure
2(b) properly represents the sharp attack in the original one.

4.2 Subjective Results

The subjective tests have been performed on headphones under the A-B-C rule
using the twelve sequences shown in table 1. The A-B-C methodology, known
as a triple-stimulus double blind test with hidden reference, is recommended
by ITU-R in the BS. 1116-1 recommendation. Tests have been carried out with
twenty trained listeners, and the results are shown in table 2.
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Table 1. Bit rates.

Item Description Tones Transients Residue Decoded signals

es01 Suzanne Vega 12.14 0.98 3.34 16.52
es02 German male speech 12.48 0.78 3.37 16.69
es03 English female speech 13.94 0.97 3.00 17.98
si01 Harpsichord 11.73 0.25 2.54 14.60
si02 Castanets 11.84 4.30 2.38 18.61
si03 Pitch pipe 8.21 0.15 3.50 11.90
sm01 Bagpipes 9.22 0.17 3.75 13.20
sm02 Glockenspiel 3.76 0.67 2.36 6.85
sm03 Plucked strings 13.94 0.14 2.80 16.93
sc01 Trumpet solo and orchestra 13.00 0.45 2.87 16.38
sc02 Orchestra piece 12.76 0.20 2.25 15.26
sc03 Contemporary pop 15.60 0.21 2.85 18.73
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Fig. 2. Synthetic signals obtained from transient, sinusoidal and residual modelling.

5 Conclusions

This paper deals with parametric representation for wide-band speech and audio
coding. The used model considers the speech and audio signals composed of three
kinds of components: sinusoidal, transients and noise like components. For esti-
mating the parameters of the sinusoidal and transient models, matching pursuit
with dictionaries of complex exponentials and wavelet functions, respectively,
is used. A novel wavelet-based noise modelling is applied for residue modelling,
which is completed with LPC filtering to achieve Time Noise Shaping (TNS). The
proposed wide-band speech and audio coder achieves nearly transparent coding
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Table 2. Subjective results under the ITU-R BS.1116-1 recommendation.

Test Items Orig. MOS Decoded MOS ΔMOS

es01 5.00 4.19 0.81
es02 5.00 4.02 0.98
es03 5.00 4.12 0.88
si01 4.97 4.63 0.34
si02 5.00 4.55 0.45
si03 5.00 4.33 0.67
sm01 4.99 4.51 0.48
sm02 4.98 4.68 0.30
sm03 4.97 4.75 0.22
sc01 5.00 4.40 0.60
sc02 5.00 4.28 0.72
sc03 5.00 4.33 0.67

at very low bit rates (close to 16 kbit/seg). Hence, our coder is a good proposal
for audio coding applications at very low bit rates, as Internet streaming.
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{paola.garcia,jnolazco,carlosmex}@itesm.mx

Abstract. In this work we show a performance improvement of our sys-
tem by taking into account the weights of the mixture of Gaussians of
the Hidden Markov Model. Furthermore and independently tunning of
each of the phoneme Support Vector Machine (SVM) parameters is per-
formed. In our system the user utters a pass phrase and the phoneme
waveform segments are found using the Automatic Speech Recognition
Technology. Given the speech model and the phoneme information in the
segments, a set of features are created to train an SVM that could gen-
erate a cryptographic key. Applying our method to a set of 10, 20, and
30 speakers from the YOHO database, the results show a good improve-
ment compared with our last configuration, improving the robustness in
the generation of the cryptographic key.

1 Introduction

The generation of a cryptographic key based on biometrics, i.e. voice, face, fin-
gerprints [13], is nowadays acquiring great importance because of security issues.
The advantage of having a cryptographic key based on biometrics is that it si-
multanously act as a password for access control and as a key for encryption
of data that will be stored or transmited. Moreover, given the biometric infor-
mation it is also possible to generate a private key and a public key. Since in
biometrics the characteristics are unique for each individual, the key generated
will be difficult to guess. For that reason, having a key generated by a biometric
is highly desirable.

From all the biometrics, voice was choosen in this research because a user can
have the flexibility of changing a pass phrase when he requires it, or the system
can also ask for a repetition of a random phrase, preventing unauthorised users
access the system.

The results obtained in our previous work showed the potentiality of our
system architecture [5–7]. Therefore, the purpose of this paper is to present the
outcomes that improve our last results by considering the Gaussian weights in the
interface between recognition and classification, and by performing a phoneme
classification tunning. In this research the computer system consistently gener-
ates a cryptographic key based on the user’s utterance and its matching pass
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phrase. In addition, a more flexible way to produce a key in which the exact
control of the assignation of the key values is available.

The main challenge of this research is to find a method to produce a key
with the characteristics already described. To achive good results we used speech
processing and support vector machine techniques. Firstly, the speech signal is
processed using an Automatic Speech Recogniser (ASR), from which a model and
a phoneme based segmentation is obtained. Next, a feature generator handles
the ASR output data to obtain suitable sets for the Support Vector Machine
(SVM). Finally, the SVM classifies the users and the key is obtained. A general
view of the system architecture is shown in Figure 1 and will be discussed in the
following sections.
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Fig. 1. System Architecture

2 Speech Processing

The primary task of this stage is to obtain the transcription and the starts and
ends of the phonemes per user utterance. The speech signal is divided into short
windows and the Mel Frequency Cepstral Coefficients (MFCC) are obtained.
As a result a 13-dimension vector, 12-dimension MFCC followed by one energy
coefficient is formed. To emphasize the dynamic features of the speech in time,
the time-derivative (Δ) and the time-acceleration (Δ2) of each parameter is
calculated [11].

Afterwards, the ASR configured as a forced alignment recogniser provides
a model and the starts and ends of the phonemes in a utterance. The ASR is
based on a 3 state, left-right, Gaussian-based continuous Hidden Markov Model
(HMM). Instead of words, the phonemes were selected because it is possible to
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generate larger keys with shorter length sentences. Assuming the phonemes are
modelled with a three-state left-to-right HMM, and assuming the middle state
is the most stable part of the phoneme representation, let,

Ci =
1
K

K∑
l=1

WlGl, (1)

where G is the mean of a Gaussian, K is the total number of Gaussians available
in that state, Wl is the weight of the Gaussian and i is the index associated to
each phoneme.

3 Phoneme Feature Generation

Given the phonemes’ segments, the MFCCs for each phoneme in the utterances
can be arranged forming the sets Ru

i,j , where i is the index associated to each
phoneme, j is the j-th user, and u is an index that starts in zero and increments
every time the user utters the phoneme i.

Then, the feature vector is defined as

ψu
i,j = μ(Ru

i,j)− Ci

where μ(Ru
i,j) is the mean vector of the data in the MFCC set Ru

i,j , and Ci ∈ CP

is known as the matching phoneme mean vector of the model. Let us denote the
set of vectors,

Dp = {ψu
p,j | ∀ u, j}

where p is a specific phoneme.
Afterwards, this set is divided in subsets: Dtr

p and Dtest
p . 80% of the total

Dp are elements of Dtr
p and the remaining 20% form Dtest

p . Then, Dtrain
p =

{[ψu
p,j , bp,j] | ∀ u, j} where bp,j ∈ {−1, 1} is the key bit or class assigned to the

phoneme p of the j-th user.

4 Support Vector Machine

The Support Vector Machine is a particular instance of the kernel machines
derived by Vapnik and Chervonenkis [1, 3]. Although SVM has been used for
several applications, it has also been employed in biometrics [9, 10]. The basic
task of this algorithm is to perform the classification of the input data into one of
two classes. Firstly, the following set of pairs are defined {xi, yi}; where xi ∈ Rn

are the training vectors and yi = {−1, 1} are the labels. The SVM learning
algorithm finds an hyperplane (w, b) such that,

min
xi,b,ξ

1
2
wTw + C

l∑
i=1

ξi (2)

subject to yi(wTφ(xi) + b) ≥ 1− ξi (3)
ξi ≥ 0
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where ξi is a slack variable and C is a positive real constant known as a tradeoff
parameter between error and margin. Equations 2 and 3 can be transformed
into a dual problem that can be solved as a quadratic programming (QP) prob-
lem. To extend the linear method to a nonlinear technique, the input data is
mapped into a higher dimensional space by a function named φ. However, ex-
act specification of φ is not needed: instead, the expression known as kernel
K(xi, xj) ≡ φ(xi)Tφ(xj) is defined.

In this work, we explored the SVM using a radial basis function (RBF) kernel
to classify sets of features. Those features are based on MFCC vectors and are
to be transformed into sets of binary numbers (key bits) assigned randomly. The
RBF kernel is denoted as

K(xi, xj) = e(−γ||xi−xj||2),

where γ > 0. The SVM uses also a decision criteria, which depends on C, a
tradeoff parameter between error and margin.

Firstly, the training set for each phoneme (Dtrain
p ) is formed by assigning a

one-bit random label (bp,j) to each user. Since a random generator of the values
(-1 or 1) is used, the assignation is different for each user. The advantage of this
random assignation is that the key entropy grows significantly. Afterwards, by
employing a grid search the parametersC and γ are tuned to optimise the results.
In our previous research, we developed some results perfoming a suboptimal
tunnning using just a pair of C and γ for all cases. However, in this new approach
we use a suboptimal tunning for each phoneme; i.e each phoneme will have its
own C and γ. Finally, a testing stage is performed using Dtest

p .
This research considers just binary classes. The final key could be obtained by

concatenating the bits produced by each phoneme. For instance, if a user utters
two phonemes: /F/ and /AH/, the final key is K = {f(D/F/), f(D/AH/)}, thus,
the output is formed by two bits.

5 Experimental Methodology and Results

The YOHO database [2, 4] was used to perform the experiments. YOHO con-
tains clean voice utterances of 138 speakers of different nationalities. It is a
combination lock phrases (for instance, “Thirty-Two, Forty-One, Twenty-Five”)
with 4 enrollment sessions per subject and 24 phrases per enrollment session;
10 verification sessions per subject and 4 phrases per verification session. Given
18768 sentences, 13248 sentences were used for training and 5520 sentences for
testing. Next, the utterances are processed using the Hidden Markov Models
Toolkit (HTK) by Cambridge University Engineering Department [8] configured
as a forced-alignment automatic speech recogniser. The important results of
the speech processing stage are the mean vectors of the phonemes Ci in Equa-
tion 1 given by the HMM and the phoneme starts and ends of the utterances.
The phonemes used are: /AH/, /AX/, /AY/, /EH/, /ER/, /EY/, /F/, /IH/,
/IY/,/K/, /N/, /R/, /S/, /T/, /TH/, /UW/, /V/, /W/. We have used 10, 20
and 30 users for our experiments and a mixture of 8 Gaussians to compare the
cases.
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The Dp sets are formed following the method described. It is important
to note that the cardinality of each Dp set can be different since the number
of equal phoneme utterances can vary from user to user. Next, subsets Dtrain

p

and Dtest
p are constructed. For training, the number of vectors picked per user,

per phoneme for generating the model is the same. Each user has the same
probability to produce the correct bit per phoneme. However, the number of
testing vectors that each user provided can be different. For this work, the key
bit assignation is arbitrary. Thus, the keys have liberty of assignation, therefore
the keys entropy can be easily maximised if they are given in a random fashion
with a uniform probability distribution.

SVMLight by Thorsten Joachims was used to implement the classifier [12].
The behaviour of the SVM is given in terms of the average classification accuracy
on test data for a given number of users. The average classification accuracy is
computed by the ratio

η =
matches on test data for all phonemes and users

total number of vectors in test data
. (4)

In this work we perfomed two experiments:
1. The goal of the first experiment was to evaluate the impact of the Gaussian

weights. Therefore, we compared the performance of the system with and without
considering the weights of the Gaussians. Table 1 shows the results of these
experiments for a system with a mixture of 8 Gaussians, and for 10, 20, and 30
users.

Table 1. Average % of η with and without Gaussian weights for different number of
users

number of users % of η without weight % of η using weights

10 92.32 92.51

20 89.9 89.99

30 88.79 88.8426

2. The purpose of our second experiment is to evaluate the advantage ob-
tained by independently performing the tunning of the SVM parameters for each
of the phonemes. Table 2 shows the results of this experiment for a mixture of
8 Gaussian and 10 users.

6 Conclusion

In this research we proposed a method to eficiently generate a cryptographic key
from voice. We used the techniques of the automatic speech recogniser and the
support vector machines to achieve this purpose.

From the results we have found that the method to distinguish phonemes of
specific users is quite good and provides good results for any key and user. The
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Table 2. % of η for different phonemes, using phoneme tunning and 10 users

Phoneme 10user 8gauss weight PHONE TUNNING

/AH/ 92.8389 93.0936

/AO/ 94.6542 94.8381

/AX/ 94.7563 95.3859

/AY/ 98.0601 98.2973

/EH/ 94.0936 95.238

/ER/ 96.376 96.416

/EY/ 88.9621 89.0155

/F/ 85.8751 85.9399

/IH/ 93.6509 93.6531

/IY/ 93.5343 94.2708

/K/ 86.146 87.126

/N/ 97.7116 97.9107

/R/ 88.2419 89.9046

/S/ 88.7694 89.3375

/T/ 91.5536 92.0274

/TH/ 86.4367 86.7832

/UW/ 95.5974 95.7973

/V/ 95.2885 95.4017

/W/ 91.6403 92.398

increment of the number of Gaussians and the tunning by phoneme facilitate
the classification and better results are obtained.

For further study some exploration on error correction algorithms should be
considered. Besides, future studies on a M -ary key can be useful to increase the
number of different keys available for each user given a fixed number of phonemes
in the passphrase.
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Abstract. In this paper, a hybrid language model which combines a word-based
n-gram and a category-based Stochastic Context-Free Grammar (SCFG) is eval-
uated for training data sets of increasing size. Different estimation algorithms
for learning SCFGs in General Format and in Chomsky Normal Form are con-
sidered. Experiments on the UPenn Treebank corpus are reported. These experi-
ments have been carried out in terms of the test set perplexity and the word error
rate in a speech recognition experiment.

1 Introduction

Language modeling is an important aspect to consider in the development of speech
and text recognition systems. N-gram models are the most extensively used models
for a wide range of domains [1]. A drawback of n-gram models is that they cannot
characterize the long-term constraints of the sentences of the tasks. Stochastic Context-
Free Grammars (SCFGs) efficiently model the long-term relations of the sentences. The
two main obstacles to using these models in complex real tasks are the difficulties of
learning SCFGs and of integrating SCFGs.

With regard to the learning of SCFGs, taking into account the existence of robust
techniques for the automatic estimation of the probabilities of the SCFGs from sam-
ples [7, 8, 11, 14], in this work, we consider other possible approaches for the learning
of SCFGs by means of a probabilistic estimation process [11].

When the SCFG is in Chomsky Normal Form (CNF), an initial exhaustive ergodic
grammar is iteratively estimated by using the inside-outside algorithm or the Viterbi
algorithm [3, 7, 10, 11]. When a treebank corpus is available, it is possible to directly
obtain an initial SCFG in General Format (GF) from the syntactic structures that are
present in the treebank corpus. Then these SCFGs in GF are estimated by using the
Earley algorithm [8, 14].

With regard to the problem of SCFG integration in a recognition system, several
proposals have attempted to solve this problem by combining a word n-gram model
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and a structural model in order to take into account the syntactic structure of the lan-
guage [5]. We proposed a general hybrid language model in [3] along the same line.
This was defined as a linear combination of a word n-gram model, which was used to
capture the local relation between words, and a stochastic grammatical model, which
was used to represent the global relation between syntactic structures. In order to cap-
ture the long-term relations between syntactic structures and to solve the main problems
derived from large-vocabulary complex tasks, we also proposed a stochastic grammat-
ical model defined by a category-based SCFG together with a probabilistic model of
word distribution into the categories.

Previous works have shown that the weight of the stochastic grammatical model
defined in [3, 8] was less than expected and most of the information was conveyed in the
n-gram model. This seemed reasonable, because there was enough data to adequately
estimate the n-gram model. However, the performance of the hybrid language model
has not been adequately studied when there is little training data. Taking this idea into
consideration, in this work, we propose to study the performance of the hybrid language
model with training data sets of increasing size.

In the following section, we briefly describe the hybrid language model and the es-
timation of the models. Then, we present experiments with the UPenn Treebank corpus.
The experiments have been carried out in terms of the test set perplexity and the word
error rate.

2 The Language Model

An important problem related to statistical language modeling is the computation of the
expression Pr(wk|w1 . . . wk−1). The n-gram language models are the most widely used
for a wide range of domains [1]. The n-gram model reduces the history length to only
wk−n+1 . . . wk−1. The n-grams are simple and robust models and adequately capture
the local restrictions between words. Moreover, the way to estimate the parameters of
the model and the way to integrate it in a speech and text recognition system are well
known. However, they cannot characterize the long-term constraints of the sentences in
these tasks.

Some works have proposed combining a word n-gram model and a structural model
in order to take into account the syntactic structure of the language [5, 12]. Along the
same line, in [3], we proposed a general hybrid language model defined as a linear com-
bination of a word n-gram model, which is used to capture the local relations between
words, and a word stochastic grammatical model Ms, which is used to represent the
global relation between syntactic structures and which allows us to generalize the word
n-gram model:

Pr(wk|w1 . . . wk−1)=αPr(wk|wk−n+1 . . . wk−1)+(1−α)PrMs(wk|w1 . . . wk−1), (1)

where 0 ≤ α ≤ 1 is a weight factor that depends on the task.
The first term of expression (1) is the word probability of wk given by the word n-

gram model. The parameters of this model can be easily estimated, and the expression
Pr(wk|wk−n+1 . . . wk−1) can be efficiently computed [1].

In order to capture long-term relations between syntactic structures and to solve the
main problems derived from large-vocabulary complex tasks, we proposed a stochastic
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grammatical model Ms defined as a combination of two different stochastic models: a
category-based SCFG (Gc) and a stochastic model of word distribution into categories
(Cw). Thus, the second term of expression (1) can be written as:

PrGc,Cw(wk|w1 . . . wk−1). (2)

In this proposal, there are still two important questions to consider: the definition
and learning of Gc and Cw, and the computation of expression (2).

2.1 Learning of the Models

Here, we explain the estimation of the models. First, we introduce some notation. Then,
we present the framework in which the estimation process is carried out. Finally, we
describe how the parameters of Gc and Cw are estimated.

A Context-Free Grammar (CFG) G is a four-tuple (N,Σ, P, S), whereN is a finite
set of non-terminal symbols, Σ is a finite set of terminal symbols, P is a finite set of
rules, and S is the initial symbol. A CFG is in Chomsky Normal Form (CNF) if the rules
are of the form A → BC or A → a (A,B,C ∈ N and a ∈ Σ). We say that the CFG
is in General Format (GF) if no restriction is imposed on the format of the right side of
the rules. A Stochastic Context-Free Grammar (SCFG) Gs is defined as a pair (G, q),
where G is a CFG and q : P →]0, 1] is a probability function of rule application such
that ∀A ∈ N :

∑
α∈(N∪Σ)+ q(A→ α) = 1. We define the probability of the derivation

dx of the string x, PrGs(x, dx), as the product of the probability application function
of all the rules used in the derivation dx. We define the probability of the string x as:
PrGs(x) =

∑
∀dx

PrGs(x, dx).

Estimation Framework. In order to estimate the probabilities of a SCFG, it is neces-
sary to define both an objective function to be optimized and a framework to carry out
the optimization process. In this work, we have considered the framework of Growth
Transformations [2] in order obtain the expression that allows us to optimize the objec-
tive function.

In reference to the function to be optimized, we will consider the likelihood of a
sample which is defined as: PrGs(Ω) =

∏
x∈Ω PrGs(x), where Ω is a multiset of

strings.
Given an initial SCFG Gs and a finite training sample Ω, the iterative application

of the following function can be used to modify the probabilities (∀(A→ α) ∈ P ):

q′(A→ α) =

∑
x∈Ω

1
PrGs (x)

∑
∀dx

N(A→ α, dx)PrGs(x, dx)∑
x∈Ω

1
PrGs (x)

∑
∀dx

N(A, dx)PrGs(x, dx)
. (3)

The expression N(A→ α, dx) represents the number of times that the rule A→ α
has been used in the derivation dx, and N(A, dx) is the number of times that the non-
terminalA has been derived in dx. This transformation optimizes the function PrGs(Ω).

Algorithms which are based on transformation (3) are gradient descendent algo-
rithms and, therefore, the choice of the initial grammar is a fundamental aspect since
it affects both the maximum achieved and the convergence process. Different methods
have been proposed elsewhere in order to obtain the initial grammar.
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Estimation of SCFG in CNF. When the grammar is in CNF, transformation (3) can
be adequately formulated and it becomes the well-known Inside-Outside (IO) algo-
rithm [7]. If a bracketed corpus is available, this algorithm can be adequately modified
in order to take advantage of this information and we get the IOb algorithm [11]. If
we use only the best derivation of each string, then transformation (3) becomes the
Viterbi-Score (VS) algorithm [10].

The initial grammar for these estimation algorithms is typically constructed in a
heuristic fashion by constructing all possible rules that can be composed from a given
set of terminals symbol and a given set of non-terminal symbols [3, 7].

Estimation of SCFG in GF. When the grammar is in GF, transformation (3) can be
adequately computed by using an Earley-based algorithm [8, 14] (the IOE algorithm).
When a bracketed corpus is available, the algorithm can be adequately modified by
using a similar function to the one described in [11], and we get the IOEb algorithm [8].
If we use only the best derivation of each string, then transformation (3) becomes the
Viterbi-Score (VSE) algorithm [8].

In these algorithms, the initial grammar can be obtained from a treebank corpus
[4, 8].

Estimation of the Parameters of Cw. We work with a tagged corpus, where each
word of the sentence is labeled with part-of-speech tags (POStag). From now on, these
POStags are referred to as word categories in Cw and are the terminal symbols of the
SCFG in Gc. The parameters of the word-category distribution, Cw = Pr(w|c) are
computed in terms of the number of times that the word w has been labeled with the
POStag c. It is important to note that a word w can belong to different categories. In
addition, it may happen that a word in a test set does not appear in the training set, and,
therefore, its probability Pr(w|c) is not defined. We solve this problem by adding the
term Pr(UNK|c) for all categories, where Pr(UNK|c) is the probability for unseen words
of the test set.

2.2 Integration of the Model

The computation of probability (2) can be expressed as:

PrGc,Cw(wk|w1 . . . wk−1) =
PrGc,Cw(w1 . . . wk . . .)

PrGc,Cw(w1 . . . wk−1 . . .)
,

where
PrGc,Cw(w1 . . . wk . . .) . (4)

represents the probability of generating an initial substring given Gc and Cw.
Expression (4) can be easily computed by a simple modification [3] of the LRI

algorithm [6] when the SCFG is in CNF, and by an adaptation [8] of the forward algo-
rithm [14] when the SCFG is in GF.

3 Experiments with the UPenn Treebank Corpus

In this section, we describe the experiments which were carried out to test the language
model proposed in the previous section for training sets of increasing size.
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The corpus used in the experiments was the part of the Wall Street Journal that had
been processed in the UPenn Treebank project [9]. It contains approximately one mil-
lion words distributed in 25 directories. This corpus was automatically labeled, analyzed
and manually checked as described in [9]. There are two kinds of labeling: a POStag
labeling and a syntactic labeling. The size of the vocabulary is greater than 49,000
different words; the POStag vocabulary is composed of 45 labels; and the syntactic vo-
cabulary is composed of 14 labels. The corpus was divided into sentences according
to the bracketing. For the experiments, the corpus was divided into three sets: train-
ing (see Table 1), tuning (directories 21-22; 80,156 words) and test (directories 23-24;
89,537 words). Sentences labeled with POStags were used to learn the category-based
SCFGs, and sentences labeled with both POStags and words were used to estimate the
parameters of the hybrid language model.

First, we present the perplexity results for the described task. Second, we present
word error rate results on a speech recognition experiment. In both experiments, the
hybrid language model has been tested with training data sets of increasing size. Pre-
liminary results of these experiments appeared in [3, 8].

3.1 Perplexity Results

We carried out the experiments taking into account the restrictions considered in other
works [3, 5, 8, 12]. The restrictions that we considered were the following: all words that
had the POStag CD (cardinal number [9]) were replaced by a special symbol which did
not appear in the initial vocabulary; all capital letters were uncapitalized; the vocabulary
was composed of the 10,000 most frequent words that appear in the training.

Baseline Model. We now describe the estimation of a 3-gram model to be used as both a
baseline model and as a part of the hybrid language model. The parameters of a 3-gram
model were estimated using the software tool described in [13]. Linear discounting was
used as the smoothing technique with the default parameters in order to compare the
obtained results with results reported in other works [8]. The out-of-vocabulary words
were used in the computation of the perplexity, and back-off from context cues was
excluded.

Hybrid Language Model. In this section, we describe the estimation of the stochastic
grammatical model, Ms, and the experiments which were carried out with the hybrid
language model.

The parameters of the word-category distribution (Cw) were computed from the
POStags and the words of the training corpus. The unseen events of the test corpus
were considered as the same word UNK, and we assigned a probability based on the
classification of unknown words into categories in the tuning set. A small probability ε
was assigned if no unseen event was associated to the category.

With regard to the estimation of the category-based SCFG (Gc) of the hybrid model,
we first describe the estimation of SCFGs in CNF, and we then describe the estimation
of SCFGs in GF.

For initial SCFGs in CNF, a heuristic initialization based on an exhaustive ergodic
model was carried out. This initial grammar in CNF had the maximum number of rules
that can be formed using 35 non-terminal symbols and 45 terminal symbols. In this
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way, the initial SCFG had 44,450 rules. Then, the parameters of this initial SCFG were
estimated using several estimation algorithms: the VS algorithm and the IOb algorithm.
Note that the IO algorithm was not used to estimate the SCFG in CNF because of the
time that is necessary per iteration and the number of iterations that it needs to converge.

For SCFG in GF, given that the UPenn Treebank corpus was used, an initial gram-
mar was obtained from the syntactic information which is present in the corpus. Proba-
bilities were attached to the rules according to the frequency of each one in the training
corpus. Then, this initial grammar was estimated using several estimation algorithms
based on the Earley algorithm: the VSE algorithm, the IOE algorithm, and the IOEb
algorithm.

Finally, once the parameters of the hybrid language model were estimated, we ap-
plied expression (1). In order to compute expression (4), we used:

– the modified version of the LRI algorithm [3] with SCFGs in CNF, which were
estimated as we described above;

– the modified version of the forward algorithm described in [8], with SCFGs in GF,
which were estimated as described above.

The tuning set was used to determine the best value of α for the hybrid model (2), that
is, the weight factor.

In order to study the influence of the size of the training data set on the learning of
the hybrid language model, we carried out the following experiment. All the parame-
ters of the hybrid language model were estimated for different training sets of increasing
size. The same restrictions which have been described above for estimating the parame-
ters of the models (the category-based SCFG, the word distribution into categories and
the n-gram model) were considered for each training set. In addition, a new baseline
was computed for each training set. The tuning and test sets were the same for all cases.
The results obtained can be seen in Table 1.

Table 1 shows that the test set perplexity with the n-gram models increased as the
size of the training set decreased. The test set perplexity with the hybrid language model
improved in all cases. It is important to note that both the percentage of improvement
and the weight of the grammatical part increased as the size of the training set decreased.
For SCFG in GF, the percentage of improvement was better than the percentage of
improvement for SCFG in CNF. These results are very significant because they show
that the proposed hybrid language model can be very useful when little training data is
available.

3.2 Word Error Rate Results

Here, we describe preliminary speech recognition experiments which were carried out
to evaluate the hybrid language model. Given that our hybrid language model is not
integrated in a speech recognition system, we reproduced the experiments described
in [8, 12] in order to compare our results with those reported in those works.

The experiment consisted of rescoring a list of n best hypotheses provided by a
speech recognizer that used a different language model. In our case, the speech recog-
nizer and the language model were the ones described in [5]. Then the list was reordered
with the proposed language model. In order to avoid the influence of the language model
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Table 1. Test set perplexity, percentage of improvement and value of α for the hybrid model for
SCFGs estimated with different estimation algorithms and training data sets of increasing size (in
number of words).

Directories 00-02 00-04 00-06 00-08 00-10 00-12 00-14 00-16 00-18 00-20
Training size 142,218 232,392 328,551 391,392 487,836 590,119 700,717 817,716 912,344 1,004,073

n-gram baseline 253.4 231.2 211.2 203.5 197.5 189.0 181.4 174.4 171.2 167.3

HLM-VS 224.6 209.7 194.7 188.6 184.0 175.6 169.8 163.7 161.4 157.2
% improv. 11.4 9.3 7.8 7.3 6.8 7.1 6.4 6.1 5.7 6.0
α 0.61 0.66 0.70 0.72 0.74 0.75 0.76 0.78 0.79 0.79
HLM-IOb 190.8 185.9 174.9 169.6 166.3 157.9 151.9 145.2 143.8 142.3
% improv. 24.7 19.6 17.2 16.6 15.8 16.5 16.3 16.7 16.0 15.0
α 0.45 0.53 0.54 0.59 0.61 0.62 0.62 0.62 0.62 0.65

HLM-VSE 185.8 178.2 167.5 163.7 159.9 154.1 149.6 145.0 142.8 140.4
% improv. 26.7 22.9 20.7 19.6 19.0 18.5 17.5 16.9 16.6 16.1
α 0.47 0.54 0.58 0.60 0.61 0.63 0.65 0.66 0.67 0.67
HLM-IOE 184.9 177.0 166.7 162.5 158.5 152.4 147.6 143.1 140.9 138.6
% improv. 27.0 23.4 21.1 20.2 19.8 19.4 18.6 18.0 17.7 17.2
α 0.46 0.53 0.57 0.58 0.61 0.63 0.64 0.66 0.66 0.66
HLM-IOEb 188.7 180.9 169.7 165.3 161.8 155.6 151.0 146.4 144.1 142.1
% improv. 25.5 21.8 19.7 18.8 18.1 17.7 16.8 16.1 15.8 (15.1)
α 0.47 0.54 0.58 0.60 0.62 0.63 0.65 0.66 0.67 0.67

of the speech recognizer, it is important to use a large value of n; however, for these
experiments, this value was lower.

The experiments were carried out using the DARPA ’93 HUB1 test setup. This test
consists of 213 utterances read from the Wall Street Journal with a total of 3,446 words.
The corpus comes with a baseline trigram model using a 20,000-word open vocabulary
and is trained on approximately 40 million words.

The 50 best hypotheses from each lattice were computed using Cyprian Chelba’s
A* decoder, along with the acoustic and trigram scores. Unfortunately, in many cases,
50 different string hypotheses were not provided by the decoder [12]. An average of
22.9 hypotheses per utterance were rescored.

The hybrid language model was used to compute the probability of each word in
the list of hypotheses. The probability obtained using the hybrid language model was
combined with the acoustic score, and the results can be seen in Table 2 along with the
results obtained for different language models. The word error rate without language
model, that is, using only the acoustic scores was 16.8.

Table 2 shows that in all cases, the hybrid language model slightly improved the n-
gram model. However, the good results in perplexity did not correspond with the WER
result. While the percentage of improvement in perplexity increased as the training data
size decreased, the WER result did not reflect this improvement. It should be pointed
out that better WER results were obtained in [12]. However, it should be noted that the
model proposed in [12] is more complex. Whereas our stochastic grammatical model is
simple, and it is learned by means of well-known estimation algorithms.

4 Conclusions

We have studied the performance of a SCFG-based language model using different
training set sizes. One model uses a SCFG in CNF and the other uses a SCFG in GF.
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Table 2. Word error rate results for several models, using different training sizes, and the best
language model weight.

Directories 00-02 00-04 00-06 00-08 00-10 00-12 00-14 00-16 00-18 00-20

n-gram baseline 16.8 16.7 16.8 16.5 16.8 16.7 16.7 16.7 16.7 16.6
LM weight 2 3.5 3.5 3 3 5 2.5 5.5 3 5
HLM-IOb 16.7 16.5 16.7 16.3 16.4 16.3 16.3 16.3 16.3 16.0
LM weight 2.2 2.3 2.4 5.1 4 5.7 5.2 5 5.1 6
HLM-IOE 16.7 16.6 16.8 16.4 16.5 16.4 16.3 16.2 16.4 16.2
LM weight 4.2 5.0 5.7 5.1 5.2 5.9 5.4 6.1 5.9 4

Both models were tested in an experiment on the UPenn Treebank corpus. Both models
showed good perplexity results, and their percentage of improvement increased as the
size of the training set decreased. The WER results were not as good as the perplexity
results, and the performance seemed to increase as the size of the training set increased.

For future work, we propose to test the proposed hybrid language models in other
real tasks.
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Abstract. The purpose of this work is to show the results obtained
when the latest technological advances in the area of Automatic Speech
Recognition (ASR) are applied to the Western-Huastec Náhuatl and
Huastec languages. Western-Huastec Náhuatl and Huastec are not only
native (indigenous) languages in México, but also minority languages,
and people who speak these languages usually are analphabetic. A speech
database was created by recording the voice of native speaker when read-
ing a set of documents used for native bilingual primary school in the
official mexican state education system. A pronunciation dictionary was
created for each language. A continuous Hidden Markov Models (HMM)
were used for acoustical modeling, and bigrams were used for language
Modeling. A Viterbi decoder was used for recognition. The word error
rate of this task is below 8.621% for Western-Huastec Náhuatl language
and 10.154% for Huastec language.

1 Introduction

Language Technologies, such as ASR and Text-to-Speech Synthesis, is mature
in many languages, such as English and Spanish [10] [11] [13]. This allows many
computer applications to be developed in these languages, for example educative
software. In the same way, Language Technology,when applied to prehispanic,
can also be used to develop applications for these languages.

In México there are around 295 native american languages [1]. The total
number of persons who speaks this american indian languages is around 8%
of the total population in México, this means around 7,000,000 [1]. These 295
languages are grouped in families1, and some families are grouped in stocks2

Western-Huastec Náhuatl is in the Uzo-aztec stock and the Huastec Language
is inside the Maya family3,
1 A family is a group of languages that easily can be shown to be genetically related

when the basic evidence is examined [14].) (In México, there are six families, Aztecan,
Corachol, Cahita, Tarahumaran, Tepiman, Tubar [1]).

2 A stock is a group of language families that are genetically related to each other
but, because of the time depth involved, the evidence is more difficult to assemble.
In México, there are three stocks (Uzo-aztec, otomangue, okano) [14].

3 The maya family is a language independent of any stock [1]).

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 595–602, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



596 Juan A. Nolazco-Flores, Luis R. Salgado-Garza, and Marco Peña-Dı́az

The southern Uzo-Aztec stock, which comprises around 49 languages, is spo-
ken for around 1,750,000 persons [1]. The Aztecan family which comprises 28
náhuatl languages is one of the most important ones in this stock with around
1,600,000 speakers [1]. Western-Huastec Náhuatl variant is the most popular
with 410,000 persons speaking the language, spoken in 1500 communities [1] in
the Huastec region of San Luis Potosi, México, where Tamasunchale city is the
center of this region [1].

The mayan family, which comprises around 31 languages, is spoken for 3, 381,
300 persons [15], is the most diversified and populous language family of Meso-
America. Huastec languages is one of these languages with 101,000 speakers [15].
The Huastec language is separated in time for 2,500 years and physically by more
than 1,000 miles from the nearest other Mayan language [15]. The Huastec is
spoken in the Huastec region of San Luis Potosi, being Aquismón and Tancahuits
de Santos the cities with more speakers [16]. It is also spoken in Veracruz, being
Tantoyuca the city with more speakers [1] [16].

Since most of the persons who speaks these languages are analphabet every
year the percentage of persons, compared with the total population of the region,
who speaks this language is diminishing. Actually, from the 295 native american
languages spoken in México 188 are endangered languages [2]. Speaking the
majority language better equips children for success in the majority culture
than speaking a less prestigious language [2].

However, preserving the language is important because the Language is the
most efficient means of transmitting a culture, and it is the owners of that cul-
ture that lose the most when a language dies. Every culture has adapted to
unique circumstances, and the language expresses those circumstances. More-
over, identity is closely associated with language [2]. The history tied up in a
language will go unrecorded; the poetry and rhythm of a singular tongue will
be silenced forever. The scientific search for Universal Grammar, the common
starting point for all grammars that human children seem to be born with, de-
pends on our knowing what all human languages have in common. The wholesale
loss of languages that we face today will greatly restrict how much we can learn
about human cognition, language, and language acquisition at a time when the
achievements in these arenas have been greater than ever before [2].

In this work, we propose to develop an ASR systems for the Huastec and
Western-Huastec Náhuatl language using continuous HMM and bigrams. We
use this technology because continuous HMM is the most successful acoustic
modeling technique and bigrams is also a very successful language modeling
technique. Moreover, we believe that native people will be more interested in
their own language, when, thanks to this and other studies, they knew that
other people is interested in his their languages.

This paper is organized as follows. In section 2, the náhuatl language features
are explained. In section 3, the huastec language features are explained. In section
4, the database features are explained. In section 5, the system architecture
description is defined. In section 6, the experiments and results are given. Finally
in section 7, the comments and conclusions are given.
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2 Náhuatl Language

The Náhuatl is well know because it was the language of the Aztecs Empire of
central México when spanish arrived. However, is less known that there are 28
types of Náhautl, some of them with less than 1000 speakers [1]. This work is
concern with the Western-Huastec Náhuatl, which is the one with more speakers
of the Uzo-Aztec languages.

Originally the Náhuatl language writings were a mixture of pictures of three
classes: pictogram, ideograms and phonograms [5]4. When Spanish arrived to
mexican culture, one of their first task was to adapt the náhuatl language to
the spanish alphabet. Therefore, now the bilingual education in Mexico is with
alphabet writing.

Náhuatl language is highly agglomerative, which means that words are
formed by a root and a high number of prefixes and suffixes [5]. Therefore,
the words in this kind of languages includes a lot of information and potentially
each word can be very long and the number of words in the language is very
high. As an example, the following written in English [6]:

“This book is for indigenous boys and girls who are studying basic school
with the aim to help them how to read and write the indigenous language
spoken in its community”

will look as follows in Western-Huastec Náhuatl language:

“Ni amochtli tijtlaliaj inmako ockichpilmej uan siuapilmej ankij mo-
machtiaj Tlen eyi uan tlen naui xiuitl tlen se ixelka tlamachtilistli, pampa
moneki kiyekosej tlaixpouasej uan tlajkuilosej ika inineltlajtol tlen ika
tlajtouaj ipan inchinanko”

Table 1 shows the Western-Huastec Náhuatl language’s phonemes used in
this work [5]. There are some important pronunciation rules. First, the j not
pronounced when it is at the end of a sentences, and some speaker ignore it
even it is inside of the sentence. The rest of the letter are pronounced as they
are written, with the following exceptions: when letter C is before letters E and
I, then it is pronounced as the phoneme /S/.When the letters H followed by
U is located before A, E and I, then it is pronounced as /W/. Given the text
the pronunciation rules and the list of phonemes, and the labels in the speech
database and the phonemes we create a pronunciation dictionary.

3 Huastec Language

This language is also known as Tenek language. Originally the huastec language
writings were a mixture of pictures of three classes: pictogram, ideograms and
4 In a pictogram an object is represented with one picture, in a ideogram something or

an idea is represented with a picture, phonogramas a ?syllable? or phone represented
with a picture.
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Table 1. Phonemes used in this work for Western-Huastec-Náhuatl and Huastec lan-
guages.

Manner WH Náhuatl Huastec Example

Vowels a a hood
e e head
i i heed
o o hoed
u u hood

Plosives b boot
p p pea
t t tea
k k kick

Fricatives s s so
S S show

Nasals m m mom
n n noon

Semivowels Glides w w want
y y yard

Semivowels Liquids l l l
Affricatives C C church (written with letter x.)

Others tl t and l pronounces as
one sound

tz t and z pronounces as
one sound

dh d and h pronounces as
one sound

phonograms [15]. It is believed that the first book written in a language different
to Náhuatl was in Huastec, and it was called ”Doctrina Cristina en Lengua
Guasteca” [16].

Huastec language is highly agglomerative, which means that words are
formed by a root and a high number of prefixes and suffixes [16]. Therefore,
the words in this kind of languages includes a lot of information and potentially
they can be very large, and the number of words in the language is very high.
As an example, the following written in English [6]:

“This book is for indigenous boys and girls who are studying basic school
with the aim to help them how to read and write the indigenous language
spoken in its community”

will look as follows in huastec language:

“Axé xi dhuchadh úw, jats abal ka pidhanchik an ts’ik’ách ani an kwitól
axi k’wátchik ti exóbal ti al an k’a’aál pejach tin k’a’ál exobintal; axé, jats
abal kin ne’ets with’a’chik ti dhuchum ani ti ajum tin tének káwintal.”

Table 1 shows the huastec language’s phonemes used in this work [5]. There
are some important pronunciation rules. First, the j is not pronounced when it
is at the end of a sentences, and some speaker ignore it even it is inside of the
sentence. The rest of the letter are pronounces as they are written, with the
following exception: when letter dh is read is pronounced as it where one sound.
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4 Databases

In order to facilitate our labeling process, for our databases recording we selected
some text books used for native language bilingual education in México [6].
Moreover, this was also very convenient to facilitate the labeling process.

In our speech database construction we ask to person to read lessons from
the selected textbooks [6]. The number of different words in Western-Huastec
Náhuatl are 759,this database contains around 1 hour of recorded data from two
speakers, a man and a woman. The number of different words in Huastec are
319,this database contains around 1 hour of recorded data from two speakers, a
man and a woman. All the participants with ages between 20 and 25 years old.
In both cases, the speech waveform was sampled at 16,000 KHz.

5 System Architecture Description

The CMU SPHINX-III systems is a HMM-based speech recognition system ca-
pable of handling large vocabulary. The architecture of this system is shown in
Figure 1. As can be observed in this figure the analog signal is sampled, and
converted to MFCC coefficients, then the MFCC’s first and second derivatives
are concatenated [8], i.e. if the number of MFCC is 13 then the total dimension
of the feature vector would be 39.

Analog
Signal

Preprocessing

13 MFCC

13 MFCC

13 MFCC

�

��

List of
phonemes

Dictionary

Baum-Welch

Acoustic
Models

Language
Model

Label Files

Viterbi
Hypothesis

Training
Speech

Database

Testing
Speech

Database

Fig. 1. CMU SPHINX-III ASR architecture.

The acoustic models is also obtained using the SPHINX-III tools. This tools
use a Baum-Welch algorithm to train this acoustic models [12]. The Baum-Welch
algorithm needs the name of the word units to train as well at the label and
feature vectors. The SPHINX-III system allows us to modelate either discrete,
semi continuous or continuous acoustic models. In SPHINX-III, system tools
allow to select as acoustic model either a phone set, a triphones set or a word
set.
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The language models are obtained using the CMU-Cambridge statistical lan-
guage model toolkit version 2.0 [9]. The LM aim is to reduce the perplexity of
the task, by predicting the following word based in the words’ history. N-grams
is the easiest technique with very good results. If all the n-grams are not con-
tained in the language corpus, smoothing techniques need to be applied. In the
CMU-Cambridge language model toolkit, unigram, bigrams or trigrams can be
configured for this tool, as well as four types of discount model: Good Turing,
Absolute, Linear and Witten-Bell.

Using an acoustical model and a language model a Viterbi decoder obtains
the best hypothesised text.

6 Experiments

The configuration of the SPHINX-III system is described. Thirteen mel-fre-
quency cepstral coefficients (mfcc) were used. First and Second derivatives were
calculated, therefore the feature vector was 39 elements. The speech lower fre-
quency was 300 Hz and the speech higher frequency was 7,000 Hz. The frame
rate was set to 50 frames per second. A 30ms Hamming window was used. A
512 samples FFT length was used. The number of filterbanks was set to 40.
Five states continuous HMM were used as acoustic modeling technique and bi-
grams was used as a language modeling technique. Simple phones were used as
the word unit. Since our corpus is a small corpus and the number of words is
very large, we develop experiments using different smoothing techniques. Ta-
ble 2 shows the experimental results for Western-Huastec Náhuatl language and
Table 3 shows the experimental results for Huastec language. As expected the
Witten-Bell discount strategy was the one with better results.

Table 2. WER results for Western-Huastec Náhuatl language over several Gaussian
distributions and language model configurations.

Number of Language Model discounting strategy
Gaussians Good-Turing Linear Absolute Witten-Bell

4 6.80% 8.43% 6.80% 4.50%
8 6.71% 8.62% 6.80% 4.31%

16 6.80% 8.53% 6.80% 4.22%
32 6.90% 8.53% 6.80% 4.12%
64 6.90% 8.53% 6.80% 4.02%

Table 3. WER results for Huastec Language and over several Gaussian distributions
and language model configurations.

Number of Language Model discounting strategy
ans Good-Turing Linear Absolute Witten-Bell

4 9.13% 9.83% 8.23% 6.94%
8 9.13% 10.03% 8.48% 6.56%

16 8.74% 9.90% 7.97% 6.81%
32 8.87% 10.15% 8.36% 6.68%
64 8.87% 10.15% 8.36% 6.94%
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7 Conclusions

In this work, we present the development of a prehispanic database for Western-
Huastec Náhuatl and Huastec languages. We also show the results obtained
when Automatic Speech Recognition technology is applied to these languages.
Since people that speak prehispanic language do not usually read, then the main
problem to develop speech models for prehispanic languages is the difficult to
find people that read its own language.

We think that Speech Technology can be a catalizer in the effort to preserve
the minority languages. Therefore, as a future work, in first place the database
will be extended to include a larger number of speakers, the recording time will
also be extended. Other languages technologies, such as Text-to-Speech technol-
ogy is also planned to be applied. The goal is to better understand the language
to develop educative software in these languages.

We also have to refine the phoneme list and the pronunciation rules. We are
also planning to create databases for other minority languages, such as Mixteco
and Cora.
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3. Constitución Poĺıtica de los Estados Unidos Mexicanos.

4. Plan y Programa de Estudio para la Educación Primaria, SEP, México, 1993.
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Abstract. The first pattern recognition approaches to machine trans-
lation were based on single-word models. However, these models present
an important deficiency; they do not take contextual information into
account for the translation decision. The phrase-based approach consists
in translating a multiword source sequence into a multiword target se-
quence, instead of a single source word into a single target word. We
present different methods to train the parameters of this kind of model.
In the evaluation phase of this approach, we obtained interesting results
in comparison with other statistical models.

1 Introduction

Statistical machine translation has been formalized in [1]. This approach defines
a translation model by introducing the concept of alignment, which defines the
correspondence between the words of source sentences and target sentences. The
optimal parameters of this model are estimated using training sets of pairs of
sentence. The most common statistical translation models can be classified as
single-word based (SWB) alignment models. Models of this kind assume than a
source word is generated by only one target word [1][2]. This assumption does
not correspond to the nature of natural language; in some cases, we need to
know a multiword sequence in order to obtain a correct translation.

Recent works present a simple alternative to these models, the phrase-based
(PB) approach the probability of a multiword sequence in a source sentence
being translated to another multiword sequence of words in the target sentence.
These bigger units allow us to represent contextual information in an explicit
and easy way. One shortcoming of the PB alignment models is the generalization
capability. If a sequence of words has not been seen in training, the model cannot
reorder it properly.

The organization of the paper is as follows. First, we review the statistical
approach to machine translation. Second, we propose a monotone phrase trans-
lation model and propose different methods to estimate the parameters. Then,
we propose a non-monotone phrase translation model. Finally, we report some
experimental results. The system was tested using a corpus in several languages.
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606 Jesús Tomás, Jaime Lloret, and Francisco Casacuberta

2 Statistical Translation

The goal of statistical machine translation is to translate a given source language
sentence s = s1...sJ ≡ sJ

1 to a target sentence t = t1...tI ≡ tI
1, where J is the

number of words in the source sentence and I is the number of words in the target
sentence. The methodology used with stochastic translation [1] is based on the
definition of a function Pr(t|s) that returns the probability of translating a given
source sentence, s, into a target sentence, t. Once this function is estimated,
the problem can be reduced to computing a sentence t that maximizes the
probability Pr(t|s) for a given s. Using Bayes’ theorem, the maximization is
reduced to:

t̂ = arg max
t

Pr(t) · Pr(s|t) (1)

Equation 1 summarizes the following three matters to be solved: A target lan-
guage model (P (t)) is needed to distinguish valid sentences from invalid sen-
tences in the target language, a translation model (P (s|t)) and the design of an
algorithm to search for the sentence t that maximizes this product.

In practice, instead of using equation 1 with the above models, the following
heuristic decision rule can be used [3, 4]:

t̂ ≈ argmax
t

P (t) · P (t|s) (2)

This equation uses a direct model for the translation model P (t|s); that is, we
estimate the probability of the target sentence t, given the source sentence s.
Some advantages of using this decision rule is that the search procedure can be
performed more efficiently [4] and it is easier to include additional dependencies
into the models [3].

3 Phrase-Based Alignment Models

The principal innovation of the PB translation alignment model [5][6] is that
it attempts to calculate the translation probabilities of multiword sequences
rather than of only single words. Figure 1 shows the same sentence written in
five different languages.

Se requerirá una acción de la Comunidad para la total puesta en práctica

É necessária uma acção por parte da Comunidade para pôr plenamente em prática
Sarà necessaria un’azione della Comunità per dare piena attuazione
Une action est nécessaire au niveau communautaire afin de mettre pleinementen oeuvre
Action is required by the Community in order to implement fully

Fig. 1. Equivalent multiword sequences in a sentence in Spanish, Portuguese, Italian,
French and English.

As can be seen in figure 1, we join words that are translated together in a
natural way. The alignment between pairs of phrase sequences can be monotone-
constrained. In the example, the first three sentences are monotone-translated.
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In our model, only phrases of contiguous words are assumed and there are the
same number of source phrases as target phrases (say K phrases). Introducing
the size of target phrases through a function μ:

μ : {1, . . . ,K} → {1, . . . , I} : μk ≥ μk−1 1 < k ≤ K & μK = I (μ0 = 0) ,

and, introducing the size of source phrases through a function γ:

γ : {1, . . . ,K} → IN+ : γk ≥ γk−1 1 < k ≤ K (γ0 = 0) .

Let J = γK , the length of the source sentence. Then,

Pr(s| t) =
∑
K

∑
μK

1

∑
γK
1

Pr(K,μK
1 , γ

K
1 | tI

1) · Pr(sJ
1 | tI

1,K, μK
1 , γ

K
1 ) . (3)

In translation, the corresponding K target phrases can be in a different order
given by a permutation:

α : {1, . . . ,K} → {1, . . . ,K} : α(k) = α(k′) iff k = k′ .

Introducing the permutation function in equation 3 and by factorizing some of
the factors,

Pr(s|t) =
∑
K

∑
μK

1

∑
γK
1

Pr(K,μK
1 , γ

K
1 | tI

1) ·
∑
αK

1

K∏
k=1

(
Pr(αk|tI

1,K, μK
1 , γ

K
1 , αk−1

1 ) ·

Pr(s
γαk
γαk−1+1|tI

1,K, μK
1 , γ

K
1 , αk

1 , s
γα1
1 , . . . , s

γαk−1
γαk−1−1+1)

)
(4)

3.1 Monotone Phrase-Based Alignment Models

Different approaches can be adopted for equation 4. The simplest one can assume
that all source and target segmentations have the same probability
(Pr(K,μK

1 , γ
K
1 | tI

1) = pI). We can also assume that each source phrase depends
only on the target phrase that has been aligned. And, if monotonicity is assumed
(αk = k), then, the source phrase in position k depends only on the target phrase
in position k.

Pr(s|t) ≈ P (s|t) = pI ·
∑
K

∑
μK

1

∑
γK
1

K∏
k=1

p(sγk

γk−1+1|t
μk

μk−1+1) . (5)

The parameter pI is not relevant for translation and will be omitted. Thus,
the only parameters of this model are p(s̃|t̃), that estimate the probability that
the word group, t̃, is translated to the word group s̃.

3.2 Learning Monotone Phrase-Based Alignment Models

Training with a Sentence-Aligned Corpus. Given a sentence-aligned cor-
pus T , composed by a sample of pairs of sentences (s, t), the maximum likelihood



608 Jesús Tomás, Jaime Lloret, and Francisco Casacuberta

criterium tries to estimate the parameters p(s̃|t̃) that maximize
∏

(s,t)∈T P (s|t)
subject to the constraints that hold for each t̃:

∑
s̃ p(s̃|t̃) = 1. The corresponding

reestimation formula is [5]:

p(s̃|t̃) = λt̃ ·
∑

(s,t)∈T

pI ·
∑
K

∑
μK

1

∑
γK
1

(
K∏

k=1

p(sγk

γk−1+1|t
μk

μk−1+1) ·

K∑
l=1

δ(s̃ = sγl

γl−1+1) · δ(t̃ = tμl

μl−1+1)

)
(6)

where λt̃ is a normalization factor and δ is defined as: δ(true) = 1, δ(false) = 0.

Training with a Word-Aligned Corpus. The parameters of the model can
also be obtained using a word-aligned corpus [6, 7]. These alignments can be
obtained from SWB models [1] using the public available software GIZA++ [8].

The method for dealing with phrases consists of two steps. In the first step, a
set of bilingual phrases from the word aligned corpus is obtained. In the second
step, the parameters of the PB model are estimated.

Extracting Bilingual Phrases. Basically, a bilingual phrase consists of a pair of m
consecutive source words that has been aligned with n consecutive target words.
Different criteria can define the set of bilingual phrases BP in the sentence pair
(s; t) with an alignment a. Three different criteria are tried that are illustrated
in figure 2.

The BP1 criterion considers sj2
j1
− ti2

i1
as a bilingual phrase if all the words in

sj2
j1

are aligned with a word in ti2
i1

, and vice versa [6]. The BP2 criterion is similar
to the previous one, but, it allows some words in sj2

j1
or in ti2

i1
to be unaligned

[9]. The BP3 criterion forces the bilingual phrases to be extracted in a monotone
way [10]. That is, it does not permit the extraction of a bilingual phrase if there
is a word at the left of the source phrase that has been aligned to a word at the
right of the target phrase (or vice versa).

The bilingual phrase extraction can be performed using one translation direc-
tion (s→t) or using symmetrization [4]. The last approach consists in obtaining
two word-aligned corpora, each one in one direction (s→t and t→s). Then, we
can extract the phrases in both corpora using one of the above BP proposals.

Estimating the Parameters. The estimation of the parameters of the model can
be done via relative frequencies, for each pair of segments (s, t)[6]:

p(s̃|t̃) =
N(s̃, t̃)
N(t̃)

(7)

where N(t̃) denotes the number of times that phrase t̃ has appeared, and N(s̃, t̃)
is the number of times that the bilingual phrase (s̃, t̃) has appeared.
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s: configuration program
����

�����
t: programa de configuración

BP1={configuration-configuración, program-programa}
BP2={configuration-configuración, program-programa,configuration-de configuración,

program-programa de, configuration program-programa de configuración}
BP3={configuration program-programa de configuración}

Fig. 2. Example of extraction a set of bilingual phrases from a word aligned sentence
using three different criteria.

Another way of estimating the parameters can be carried out: to maximize∏
(s,t)∈T P (s|t) subject to the constraint that the PB-alignment in this function

be consistent with the word-alignment in the training [9]. Using standard maxi-
mization techniques we obtain an equation similar to equation 6, but in this case
the sum on l is extended to those terms such that (s̃, t̃) ∈ BPi(i ∈ {1, 2, 3}).

3.3 Non-monotone Phrase-Based Models

In this case, reordering of phrase sequences is permitted and the probability of an
alignment αk can be depend on the last alignment αk−1 (first-order alignment).
Then, equation 4 becomes:

P (s|t) = pI ·
∑
K

∑
μK

1

∑
γK
1

∑
αK

1

K∏
k=1

p(αk| αk−1) · p(s
γαk
γαk−1+1|t

μk

μk−1+1) , (8)

For the distortion model, we assume an alignment that depends only on the
distance of the two phases [4]:

p(αk|αk−1) = p
|γαk

−γαk−1 |
0 (9)

4 Search Algorithm

The aim of the search in MT is to look for a target sentence t that maximizes the
product P (t) · P (t|s). The generative process, which allows for the translation
of a sentence in the monotone model, can be broken down into the following
steps: First, the source sentence, s, is segmented into K phrases, s̃K

1 . Then,
each phrase, s̃k, is translated to the corresponding target phrase, t̃k. The target
sentence is built by concatenating the target phrases in the same order as in the
source phrases, t = t̃K1 .

Our search is based on the multi-stack-decoding algorithm [11]. The basic
multi-stack-decoding algorithm searches for only the best alignment, between
the sentences s and t (We will refer to this method as Best alignment). How-
ever, in (4), we define the probability of translating s to t as the sum of all
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possible alignments. To solve this deficiency, we act as follows: We compute the
real probabilities of all the complete hypotheses obtained using equation (5),
and we take the largest one (We will refer to it as Add all alignments). We
propose extending the search to allow for non-monotone translation. In this ex-
tension, several reorderings in the target sequence of phrases are scored with a
corresponding probability [12].

5 Experimental Results

In order to evaluate the performance of these approaches, we carried out several
experiments using the XRCE task. This corpus was compiled using some Xerox
technical manuals published in several languages. This is a reduced-domain task
that has been defined in the TransType2 project [13]. Table 1 presents some
statistical information about this corpus after the pre-processing phase.

Table 1. XRCE corpus statistics. (K≡ ×1, 000).

English Spanish English German English French

Training Sentences pairs 55,761 49,376 52,844
Running words 665K 753K 633K 696K 587K 534K
Vocabulary 7,957 11,051 7,790 9,922 7,664 19,297

Test Sentences pairs 1,125 984 996
Running words 8K 10K 11K 12K 12K 12K
Trigram PP 48 33 51 87 73 52

We selected the trigram model for the language model. For evaluation cri-
terium we use word error rate (WER), the minimum number of substitution,
insertion and deletion operations needed to convert the word string hypothe-
sized by the MT into a given reference word string [4]. In the experiments the
default configuration is: monotone direct model training with symmetric BP2

and relative frequencies and maximum phrase length of 14 words.
In the formal description of the model, we do not limit the number of words

in a phrase. However, in a practical implementation, we limit this parameter.
Figure 3 shows the effect of this limitation on the translation results.

Table 2 shows the effect of the extraction criterion of the bilingual phrases.
The best results were obtained with the BP2 criteria using symmetrization.

Table 3 shows the results obtained using different types of training. The best
results were obtained with a direct approach using relative frequencies. Table 4
compares the monotone and non-monotone search. For this task the results were
similar.

In the TransType2 project several statistical translation models were tested.
Table 5 compares the results obtained by GIATI [10] and the Phrase-Based
model. The Phrase-Based model obtained the best results. In [14] some results
have been presented using alignment templates [4]. With this approach, the
WER was 28.9% for Spanish-English direction. The three methods have some
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Fig. 3. Effect of maximum number of words in a phrase in WER.

Table 2. Effect of the extraction criterion of the set of bilingual phrases in the number
of parameters and the WER. (s→t ≡ using one translation direction, s↔t ≡ using
symmetrization, M ≡ ×1, 000, 000).

English Spanish English French English German
Spanish English French English German English

s→t s↔t s→t s↔t s→t s↔t s→t s↔t s→t s↔t s→t s↔t

BP1 WER 45.2 26.1 27.5 26.9 55.8 52.2 51.8 50.8 64.9 63.8 55.3 53.2
param. 1.0M 2.1M 1.5M 2.1M 1.1M 2.1M 1.4M 2.1M 1.2M 1.9M 0.9M 1.9M

BP2 WER 25.4 24.3 26.4 26.2 53.3 52.8 52.2 51.4 65.9 64.4 53.9 53.4
param. 1.7M 2.6M 2.0M 2.5M 1.6M 2.6M 1.8M 2.6M 1.5M 2.4M 1.2M 2.4M

BP3 WER 27.0 25.7 28.1 27.6 54.0 52.9 52.7 52.8 68.7 67.1 56.7 56.2
param. 1.0M 1.6M 1.3M 1.7M 0.9M 1.6M 1.1M 1.6M 0.7M 1.2M 0.6M 1.2M

Table 3. Effect of type of training on WER (English-Spanish).

corpus alignment estimation normalization equation WER

sentence EM direct model (6) 27.2
word frequencies standard approach (7) 26.8
word frequencies direct model - 24.3
word EM direct model - 24.7

Table 4. Effect of type of search on WER.

English Spanish English French English German
Spanish English French English German English

Best alignment 24.3 26.2 52.8 51.4 64.4 53.4
Add all alignments 24.8 26.5 52.6 52.0 64.2 53.4
Non-monotone search 24.1 26.2 53.1 51.3 64.4 53.1
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Table 5. WER obtained in XRCE task by the models: GIATI [10] and PB.

English Spanish English French English German
Spanish English French English German English

GIATI 28.7 31.8 61.7 56.6 66.9 61.3
PB 24.3 26.2 52.2 50.8 63.8 53.2

similarities: They are trained from word aligned corpus (obtained with GIZA++)
and, at the first step, they extract a set of bilingual phrases from this word
aligned corpus.

6 Conclusions

We have described a pattern recognition approach for performing statistical ma-
chine translation based on phrases. This approach is very simple and the search
can be performed in reduced time (especially the monotone search). This method
can obtain good translation results for certain tasks such as some reduced-
domain tasks and can be extended easily to computer-assisted translation[13].

We have developed several experiments for the XRCE corpus of the
TransType2 project. The main conclusions of our experiments are the following:
Using long phrases reduces the WER. The best training is a direct approach
using relative frequencies. Monotone and non-monotone searches obtain similar
results.

The main contributions of this work are: i) A new formulation to PB model
is proposed; ii) Several procedures for obtaining bilingual phrases are compared.
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Univ. Politécnica de Valencia, 46071 Valencia, Spain

Abstract. Segmentation of bilingual text corpora is a very important
issue to deal with in machine translation. In this paper we present a new
method to perform bilingual segmentation of a parallel corpus, SPBalign,
which is based on phrase-based statistical translation models. The new
technique proposed here is compared with other two existing techniques,
which are also based on statistical translation methods: the RECalign
technique, which is based on the concept of recursive alignment, and
the GIATIalign technique, which is based on simple word alignments.
Experimental results are obtained for the EuTrans-I English-Spanish
task, in order to create new, shorter bilingual segments to be included in a
translation memory database. The evaluation of these three methods has
been performed comparing the bilingual segmentations obtained by these
techniques with respect to a manually segmented bilingual test corpus.
These results show us that the new method proposed here outperforms
in all cases the two already proposed bilingual segmentation techniques.

1 Introduction

During the last decade, the pattern recognition approach to machine translation,
also known as statistical machine translation (SMT) [1], has been widely and
successfully applied, obtaining better translation results than other more linguis-
tically motivated approaches. However, SMT systems are far from being perfect,
but can also be used in computer-assisted translation (CAT) in order to increase
the productivity of the (human) translation process. Most of these systems are
based on comparisons between a source sentence and reference sentences stored
in translation memories (TMs). All of the systems based on TMs have a common
principle: a text has many sentences which are similar to sentences that occur in
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other texts and can be reused in new translations. Commercial systems usually
do not use translation units that are shorter than a sentence. The translation
search is done by similarity: the system is able to look for sentences in a database
which are similar to the source sentence.

Typically, the degree of similarity of segments which are smaller than a sen-
tence is higher than the similarity of complete sentences. Recent research works
[2] have tried to work with TMs at a level which is smaller than the sentence
level. A human translator usually decomposes the sentence to be translated
and works with smaller units; therefore, it would be desirable to enrich the TM
database with smaller translation units as well. Therefore, the automatic extrac-
tion of these new translation units in an efficient way, seems to be mandatory
to develop competing TM systems. This is the main purpose of this work.

In this paper we present a new technique to perform bilingual segmentations
of a parallel corpus, that we have called SPBalign. This method is a statisti-
cal phrase-based bilingual segmentation technique which is inspired in recently
proposed phrase-based statistical translation models within the framework of
SMT [3]. Our proposal is the application of three automatic bilingual segmen-
tation (bisegmentation) techniques based on statistical translation methods to
create new, shorter bilingual segments (bisegments or simply biphrases1).

The rest of the paper is organised as follows: In section 2 we briefly describe
the already proposed RECalign and GIATIalign bisegmentation techniques, also
the new bisegmentation technique proposed here is presented in a more detailed
fashion. In section 3, the experimental bisegmentation results are presented for
the EuTrans-I English-Spanish task [4]. In section 4, the conclusions of this
work and future research directions are outlined.

2 Bilingual Segmentation

The purpose of a bisegmentation technique is to obtain translation units at
a subsentence level. We redefine the formal definition of the bisegmentation
concept presented in [5] as follows:

Let fJ
1 = f1, f2, . . . , fJ be a source sentence and eI

1 = e1, e2, . . . , eI the
corresponding target sentence in a bilingual corpus. A bisegmentation S of fJ

1

and eI
1 is defined as a set of ordered pairs included in P(fJ

1 ) × P(eI
1), where

P(fJ
1 ) and P(eI

1) are the set of all subsets of consecutive sequence of words, of
fJ
1 and eI

1, respectively. Each of the ordered pairs of the segmentation define
a bisegment. In the following subsections we describe the three bisegmentation
techniques that we have used in this work.

2.1 Recursive Bilingual Segmentation

Basically, a recursive alignment is an alignment between phrases of a source
sentence and phrases of a target sentence. A recursive alignment represents the
1 Here, the term phrase refers to a consecutive sequence of words, not necessarily with

a linguistic structure or an independent meaning. In the following we will use the
terms bisegment or biphrase indistinctly.
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translation relations between two sentences, but it also includes information
about the possible reorderings needed in order to generate the target sentence
from the source sentence. A recursive alignment can be represented using a bi-
nary tree, where the internal nodes store the reordering directions and the leaf
nodes store the translation relations. From a recursive alignment, a bisegmenta-
tion can be obtained by considering only the bisegments in the leaf nodes.

A greedy algorithm [6, 7] is used to compute recursive alignments from a
bilingual corpus aligned at the sentence level. This greedy algorithm [6, 7] com-
putes a recursive alignment for a source and a target sentence in this way: given
the two sentences, it computes the most probable breakpoint in each sentence.
Then, if the translation probability for the whole sentences is higher than the
translation probability of dividing them, it creates a leaf node where the output
sequence is considered to be the translation of the input sequence and it stops.
Otherwise, it creates a new inner node of the tree and recursively applies the
algorithm to the left and the right children. The bisegmentations are obtained
as a byproduct from the recursive alignments.

This algorithm also uses the information of a statistical word alignment [8]
between a pair of sentences in order to control the selection of the breakpoints in
each sentence, that is, the breakpoints must be selected according to the relations
that the word alignment imposes.

This system will be referred as RECalign in section 3.

2.2 GIATI-Based Bilingual Segmentation

The GIATI technique is an automatic method to infer statistical finite-state
transducers as described in [9]. As a first step, this technique carries out a la-
belling of the words of the source sentence with the words of the output sentence
from a word alignment between both sentences.

This kind of labelling can produce a bisegmentation if we consider that the
bisegments are composed of the source words and their corresponding labels of
target words. Basically, the method labels every source word with its connected
target words except when a reordering is done in the alignment. In this case, the
method groups all the necessary source and target words in order to consider
the reordering inside the bisegment. This system will be referred as GIATIalign
in section 3.

2.3 Statistical Phrase-Based Bilingual Segmentation

Statistical phrase-based translation models have been recently developed and
used in order to improve existing statistical machine translation systems. These
models are mainly based on bilingual phrase stochastic dictionaries which are
automatically trained from a parallel corpus. Most of the used phrase-based
translation models differ essentially in the way they construct such a bilingual
phrase dictionary. The first method to obtain a statistical bilingual phrase dic-
tionary, was proposed in [3], which is based on a corpus aligned at word level,
where the corpus is aligned at word-level in both directions (source to target,
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and vice-versa) in order to improve results . The same approach has been used
for other authors as [10–14]. In [15], in addition, tries are used in order to find
a unique segmentation of the sentence pairs. On the other hand, in [16], the
bilingual phrase dictionary is based on alignments at the phrase level, where the
phrase correspondence is directly extracted from a bilingual corpus, by using a
phrase-based joint probability model that directly generates both the source and
target sentences.

In this approach, that we have called SPBalign, we use the phrase extraction
method described in [3] by using a word-level aligned parallel corpus. The sta-
tistical phrase-based dictionary was constructed by training a translation model
similar to the one proposed in [11], which can be estimated by relative frequency
given the collected bilingual phrases (f̃ , ẽ) with the extraction method, that is:

p(f̃ |ẽ) =
count(f̃ , ẽ)∑
f̃ ′ count(f̃ ′, ẽ)

where, count(f̃ , ẽ) refers to the number of times the biphrase has been extracted
from the training corpus.

Then, given a pair of sentences (fJ
1 , e

I
1) and a word alignment between them,

the SPBalign algorithm obtains the best segmentation in K bisegments (1 ≤
K ≤ min(J, I)), and implicitly the best phrase-alignment ãK

1 between them.
The phrase-alignment is defined as a one-to-one mapping between source and
target segments. In essence, the SPBalign algorithm computes the phrase-based
Viterbi alignment for a given sentence pair Ṽ (f̃j , ẽi), obtaining a bisegmentation
of the parallel corpus.

Basically, the algorithm works as follows:

1. For every possible K ∈ {1 · · ·min(J, I)}
(a) Extract all possible bisegmentations of size K according to the restric-

tions of A(fJ
1 , e

I
1).

(b) Compute the probability of all possible phrase-level alignments ãK
1 =

ã1 · · · ãK of the current segmentation.
2. Return the segmentation (f̃j, ẽi), j = ãi of highest probability.

More formally, the phrase-based Viterbi alignment of length K can be defined
as follows:

ṼK(f̃ãi , ẽi) = argmax
ãK
1

{
K∏

i=1

p(f̃ãi |ẽi)

}
The results obtained with this new bisegmentation method are shown in

section 3.

3 Experimental Results

The bisegmentations obtained with the three studied techniques are compared
with a reference bisegmentation computed manually by experts. In order to eval-
uate the bisegmentations achieved by these techniques, we will use the method
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described in [5, 7, 17]. Results are presented using the Recall (percentage of
covered segmentations), Precision (percentage of perfect segmentations) and F-
measure [5]. The F-measure is the harmonic mean of precision and recall, then,
this measure give us a compromise between the coverage and exactness of the
automatic obtained bilingual segmentation. These measures are defined as:

Recall =
|S ∩ Sr|

Sr
; Precision =

|S ∩ Sr|
S

; F = 2 ∗ Recall ∗ Precision
Recall + Precision

where S is an obtained bisegmentation and Sr is a reference bisegmentation for
a given bilingual corpus.

In order to present a detailed experimentation, for each technique presented
above, we carried out different experiments according to the type of word align-
ment that was used to bisegment the test corpus. That is, the source-to-target
word alignment, and also the target-to-source word alignment, (E-S) for English-
to-Spanish and (S-E) for Spanish-to-English. Moreover, three different combina-
tions of both alignments were used: the intersection (∩), the union (∪) , and the
refined (R) symmetrization methods proposed in [3]. All the word alignments
used in the experimentation process were carried using the GIZA++ toolkit [18].

3.1 Corpus Description

For the experiments, we have used the Eutrans-I corpus, which is a Spanish-
English bilingual corpus whose domain is a subset of the tourist task [4]. From
this corpus, 10,000 different sentence pairs were selected for training purposes.
We also selected a test corpus, not included in the training corpus, consisting
on 40 randomly selected pair of sentences. The 40-sentences test corpus was
bilingually segmented by human experts. Table 1 shows the characteristics of
the training and test sets for this corpus.

Table 1. Training and Test sets of the EuTrans-I corpus.

Training Test
Spanish English Spanish English

Sentences 10,000 40

Words 97,131 99,292 491 487

Vocabulary 686 513 149 126

Trigram Perplexity – – 4.6 3.6

3.2 Bisegmentation Quality Results

The bisegmentation results for the Spanish-English and the English-Spanish
translation directions are presented in tables 2 and 3, respectively. The four
different types of word alignment are used with every technique. For every tech-
nique, the best result are highlighted in bold.

With independence of the technique used, the more restrictive alignment in-
formation the better results are obtained. This is performed using the union word
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Table 2. Bisegmentation results for Spanish-English translation direction.

Technique Recall Precision F-measure

RECalign+(S-E) 39.67 87.11 54.51
RECalign+(∩) 36.60 87.42 51.60
RECalign+(∪) 52.96 79.01 63.41
RECalign+(R) 48.86 80.67 60.85

GIATIalign+(S-E) 39.91 85.92 54.50
GIATIalign+(∩) 36.22 80.26 49.91
GIATIalign+(∪) 39.99 85.52 54.50
GIATIalign+(R) 37.35 84.68 51.84

SPBalign+(S-E)-5 68.09 68.47 68.28
SPBalign+(∩) 67.21 67.38 67.29
SPBalign+(∪) 72.58 65.49 68.85
SPBalign+(R) 66.27 65.84 66.06

Table 3. Bisegmentation results for English-Spanish translation direction.

Technique Recall Precision F-measure

RECalign+(E-S) 50.68 71.75 59.40
RECalign+(∩) 50.11 71.61 58.96
RECalign+(∪) 62.92 66.11 64.47
RECalign+(R) 57.71 68.84 62.79

GIATIalign+(E-S) 40.64 81.19 54.16
GIATIalign+(∩) 36.48 73.96 48.86
GIATIalign+(∪) 41.21 82.69 55.01
GIATIalign+(R) 40.40 82.34 54.21

SPBalign+(E-S) 73.39 61.08 66.67
SPBalign+(∩) 72.63 57.57 64.23
SPBalign+(∪) 67.75 65.88 66.80
SPBalign+(R) 67.75 65.88 66.80

alignment for both translation directions. That is exactly what we expected, be-
cause the alignment union remarks the alignments between words which are
good translations of each other, which finally results in a better bisegmentation,
and, implicitly the alignment at segment level.

In general, similar accuracy is obtained in both translation directions. In
all cases the SPBalign technique proposed here, outperforms the RECalign and
GIATIalign techniques.

Regarding the results with respect to precision and recall, we can see that
the SPBalign technique obtains a more balanced values of both measures. In
most of the cases, the F-measure results of the other two techniques are biased
by the precision values, that is, these techniques are very precise but paying the
cost of not performing a good coverage of bilingual segments. In contrast, the
SPBalign is not so precise as the others but the results of this technique are not
biased by the precision values nor by the recall ones.
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4 Conclusions and Future Work

A new automatic bilingual segmentation technique, namely SPBalign, inspired
in statistical phrase-based translation models has been presented. This technique
has been compared to other two previously proposed techniques: one based on
the concept of recursive alignment (RECalign) and another one based on simple
word alignments (GIATIalign).

According to the experimental results presented here, the SPBalign tech-
nique, outperforms the other two, and it also achieves a better coverage than
the others. Regarding the comparison of the three techniques we can conclude
that:

– In general, for the three studied techniques, better results are obtained when
more word-alignment information is used.

– Similar results are obtained in both translation directions. We think that
it is due to the similarity between the source and target languages, so we
cannot conclude that this fact will be true for more distant language pairs,
as for example Spanish and Basque.

For the future we have planned:

– To explore new symmetrization methods to combine alignments at word level
in order to obtain better results, as for example the use of the union of a list
of n-best word alignments.

– In the same direction, we think that it could be also useful to use a sort of
weighted word-alignments in order to focus only on those word alignments
that we are sure to be correct.

– We are thinking to extend the SPBalign technique taking into account the
information of the probability of a specific segmentation, which can be also
obtained from the training of the phrase-based translation models.

– To apply the different bisegmentation techniques to more complex transla-
tion tasks, as Hansards or Verbmobil tasks.

– To evaluate these techniques by means of translation quality, instead of align-
ment quality. This will give us a more realistic information about the usabil-
ity of such bisegmentation methods.
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Abstract. This work focuses on a hybrid machine translation system
from Spanish into Catalan called SisHiTra. In particular, we focus on
its word translation disambiguation module, which has to decide on the
correct translation of each ambiguous input word in accordance with its
context. We propose the use of statistical pattern recognition techniques
for this task and, in particular, multinomial Naive Bayes text classifiers.
Extensive empirical results on the use of these classifiers are presented, in
which the influence of the window (context) size and parameter smooth-
ing are carefully studied.

1 Introduction

Machine translation is a hot research area due to its increasingly important eco-
nomic and social impact. Knowledge-based, corpus-based and hybrid systems
are being successfully developed for many pairs of languages, especially in the
case of domain-specific tasks. Open-domain translation, however, is still a diffi-
cult challenge for most pairs of languages, though very good results are being
obtained for pairs of closely-related languages. An example of this is Spanish and
Catalan, two romaninc languages which have many characteristics in common.

This work focuses on a hybrid translation system from Spanish into Catalan
called SisHiTra (from the Spanish “Sistemas Hı́bridos de Traducción”, Hybrid
Translation Systems) [2]. SisHiTra combines linguistic knowledge and statisti-
cal pattern recognition techniques in order to provide accurate, open-domain
translation from Spanish into Catalan. The performance of SisHiTra is similar
or better than other translation systems such as SALT [8], and Internostum [9]
(see [2]). However there is still room for improvement in certain modules of
the system and, in particular, in its word translation disambiguation module.
This module uses a bilingual dictionary with all the possible translations of dif-
ferent meaning each Spanish word has; so, in accordance with this dictionary,
words with two or more possible translations are ambiguous, and hence they
have to be disambiguated whenever they appear in an input text. It is assumed
that the context of an ambiguous word carries enough information to perform
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disambiguation reliably, and this is precisely the goal of the word translation
disambiguation module. Unfortunately, it is not straightforward to derive ac-
curate knowledge-based rules for all words in all possible contexts. In fact, the
current version of the module ignores context and has a predefined answer for
each word.

This paper explores the idea of using statistical pattern recognition tech-
niques for word translation disambiguation and, in particular, multinomial Naive
Bayes text classifiers [1, 6]. Our work is, to some extent, a continuation of the
work reported in [5], where limited yet promising results are obtained using sim-
ilar classifiers. Here we present extensive empirical results on the use of multi-
nomial classifiers for word translation disambiguation, in which the influence of
the window (context) size and parameter smoothing are carefully studied. These
results are given in section 4, after a brief revision of SisHiTra and multinomial
classifiers in the two following sections.

2 SisHiTra

Given an input sentence in Spanish, SisHiTra translates it into Catalan by ex-
ecuting seven basic steps (modules). In broad terms, these steps can described
as follows (see [2] for a detailed description):

1. Fragmentation: the input text (in Spanish) is divided into sentences
2. POS-tagging: a Part-Of-Speech tag is chosen for each input word [4]
3. Nominal phrase agreement: nominal phrases are located in the input and

corrected for gender and number agreement
4. Localisation: each input word or expression is labelled with all of its possible

translations
5. Word disambiguation in translation: a unique translation is chosen for each

input word or expression
6. Inflection and Formatting: translations are inflected in Catalan and contrac-

tion and apostrophization rules for Catalan are applied
7. Integration: translated fragments are compiled in accordance with the orig-

inal input format

In this paper, the problem we are interested in is word translation disam-
biguation. Consider, for instance, the Spanish word en, which has four different
translations in Catalan: en, a, per and amb. In “Era un ejecutivo en viaje de
negocios que regresaba a casa”, its correct translation is also en: “Era un execu-
tiu en viatge de negocis que tornava a casa”. However, in “Teńıa el honor de ser
el primer vuelo retrasado del año en Valencia”, it means a in Catalan: “Tenia
l’honor de ser el primer vol endarrerit de l’any a València”. It is not difficult
to find examples in which en translates into per or amb in Catalan and, in fact,
neither of the four possible translations is extremely rare. Therefore, it is not a
good idea to always give the same answer, as SisHiTra currently does. Instead,
if we assume that the correct translation depends on the context (surrounding
words), then it is better to learn such dependency and use it to minimise the
probability of disambiguation error.
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3 Multinomial Classifiers for Disambiguation

Word translation disambiguation of each (ambiguous) word in the input (Span-
ish) vocabulary entails a separate classification problem. Let D be the input
vocabulary size and let Cd be the number of different translations for word d,
d = 1, . . . , D. (Note that, for simplicity, we are also including the non-ambiguous
case of Cd = 1.) In probabilistic terms, our basic problem is to find the most
probable translation for each word d, in each prefix-suffix context (u, v), that is,

c∗(d;u, v) = arg max
c=1,...,Cd

p(c | d, u, v) (1)

Clearly, there are too many possible contexts to consider, and hence we will
not be able to accurately estimate the posterior probabilities in (1) for each
possible context. To make things simpler, let us assume that these probabilities
do not depend on the order in which words appear in the context, but only on
which words occur and how many times. This leads to the well-known “bag of
words” representation for text; i.e., in our case, every context (u, v) is represented
as a D-dimensional vector of word counts, x = (x1, . . . , xD)t, with xd being the
number of occurrences of word d in u and v. Also, in combination with this
assumption, we may limit the context of a word to its immediately surrounding
neighbours, thus assuming that words farther away in the sentence do not have
significant influence on its disambiguation. With these assumptions in mind, our
basic problem can be rewritten as:

c∗(d;u, v) ≈ arg max
c=1,...,Cd

p(c | d,x) (2)

= arg max
c=1,...,Cd

log p(c | d) + log p(x | d, c) (3)

by the Bayes’ rule and the increasing monotonicity of log.
Now we make the Naive Bayes assumption that words in a context x occur

with independence of each other though, of course, their probabilities of occur-
rence depend on the word d and its translation c that are being considered.
Then, the word-and-class conditional probability in (3) is a multinomial p.f.,

p(x | d, c) =
x+!∏
d′ xd′ !

∏
d′

p(d′ | d, c)xd′ (4)

where x+ is the total number of words in context x (x+ =
∑

d′ xd′) and p(d′ | d, c)
is the (unknown) probability of word d′ to occur in a context of word d with
translation c. (For (4) to define a proper probability distribution over all possible
contexts, we must only consider all contexts having equal x+; otherwise, it is
still applicable but improper.) Plugging (4) into (3), we get

c∗(d;u, v) ≈ arg max
c=1,...,Cd

log p(c | d) + log
x+!∏
d′ xd′ !

+
∑
d′

xd′ log p(d′ | d, c) (5)

= arg max
c=1,...,Cd

log p(c | d) +
∑
d′

xd′ log p(d′ | d, c) (6)
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which, for each word d, is a log-linear classifier depending on the vector of un-
known parameters (probabilities) Θd = {p(c | d), p(d′ | d, c)}d′,c.

Maximum likelihood estimation of Θd w.r.t. a random sample from p(x, c | d)
leads to the conventional estimates for priors and multinomial parameters:

p̂(c | d) =
N(d, c)∑
c′ N(d, c′)

(7)

p̂(d′ | d, c) =
N(d′, d, c)∑
d′′ N(d′′, d, c)

(8)

where N(d, c) is the number of training contexts of word d with translation c,
and N(d′, d, c) is the number of occurrences of word d′ in contexts of word d
with translation c.

Unfortunately, the probability estimates given by (8) often underestimate
the true probabilities involving rare word-translation pairs. For instance, in one
on the experiments reported in section 4, we face the problem of computing 320
millions of such probability estimates and only 1.3 millions of them are non-zero.
To circumvent this problem, we have considered two basic parameter smoothing
techniques [1, 6] which are known to give good results in similar text classification
problems. The first of these techniques, known as Laplace smoothing[1], consists
in adding a “pseudo-count” ε > 0 to every N(d′, d, c) count:

p̃(d′ | d, c) =
N(d′, d, c) + ε∑
d′′ N(d′′, d, c) + ε

(9)

with ε = 1 as default value.
The second smoothing technique we have considered is absolute discount-

ing [1, 6]. Instead of using artificial pseudo-counts, we gain “free” probability
mass by discounting a small constant b, 0 < b < 1, to every word d′ with non-null
count N(d′, d, c). The gained probability mass is then distributed among words
with null counts (backing-off ), or all words (interpolation), in accordance with
a generalised distribution such as a uniform or unigram distribution [1].

Parameter smoothing is needed to prevent null probability estimates, espe-
cially in the case of contexts of limited, normalised length (e.g. one word at both
sides of the word being disambiguated). In the opposite case, i.e. in the case of
contexts with no length limits, every word in a sentence counts in the context
of every other word in the same sentence, and hence there are less chances of
getting null probability estimates according to (8). In this case, however, we
may have a different problem of bias towards correctly disambiguating words in
long contexts at the expense of short ones. This is due to the fact that we are
not modelling context length, and thus the estimates given by (8) are clearly
dominated by counts coming from long contexts. As discussed in [1], a practical
remedy to this problem is to normalise the word counts of each context with
respect to its length:

x̃ = L
x
x+

(10)

where L is any convenient normalisation constant such as the average sentence
length or simply 1.
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4 Experiments

Experiments are based on a parallel Spanish-Catalan corpus extracted from the
newspaper El Periódico [7]. This corpus consists of 806K parallel sentences com-
prising of 28.6M running words (13.7M Spanish and 14.9M Catalan). It was
automatically aligned at word level using the GIZA++ software tool [3].

We have used a dictionary with 7,085 ambiguous words included in SisHiTra.
From them, 2,207 do not occur in the corpus, 460 occur only once, and the
remaining 4,418 occur twice or more. For each ambiguous word occurring twice
or more, the error rate of the multinomial classifier was estimated using a 2-fold
cross validation procedure on all of its contexts found in the corpus. This was
done for several smoothing techniques (Laplace and four variants of absolute
discounting) and for context window sizes of 1, 2, 3 and ∞ (number of words
at both sides of the word being disambiguated that are included in its context).
Also, in the case of no window size limit (∞), it was done for both unnormalised
and normalised word counts. Figure 1 shows the average error (percentage of
misclassified contexts) obtained in these tests.

The results in Figure 1 suggest that, in general, a local window size (of
2, for instance) and Laplace smoothing (or absolute discounting with uniform
generalised distribution) are appropriate for word translation disambiguation in
our task. The smoothing discount does not have an important effect since the
curves are almost flat in all cases. Also note that context length normalisation
does not have a significant influence in the case of contexts with no size limits.

Clearly, there is no need to use the very same window size and smoothing
technique (and discount) for all ambiguous words in an optimised multinomial-
based disambiguator for SisHiTra. Then, it is more realistic to provide results
using the best window size, smoothing technique (and discount), or both, for each
word in training. This is done in Tables 1 and 2, where the multinomial disam-
biguator is compared with the rule-based technique currently used in SisHiTra,
and also with a maximum a priori probability classifier (i.e., a classifier that
chooses the class having maximum a priori probability, as given in Eq. 7).

Table 1 reports the best results obtained as a function of window size (so,
adjusting the smoothing technique and discount for each word). The best result,
3.5%, corresponds to a window size of 2. It compares favourably with the 9.6%
yielded by SisHiTra and also with the 6.6% obtained by maximum a priori
probability classification. It can be slightly reduced to a 3.4% of error by letting
each word have its best window size for disambiguation.

Table 2 includes specific results for the 10 most frequent Spanish words in
the corpus. There are four (almost) non-ambiguous words for which we get no
error: de, a, tener and como. Similarly, que and ser give small error. The most
interesting cases correspond to the remaining four words: en, para, le and lo.
In en, le and lo, the multinomial disambiguator gives much better results than
SisHiTra and the maximum a priori probability classifier. In the case of para,
SisHiTra gives a 94.7% of error while the other two improve this figure up to
a 5.3%. We have further analysed this case and found that SisHiTra always
translates para into per a, but its most probable translation in the corpus is per.
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Fig. 1. Average error rate (percentage of misclassified contexts) of the multinomial
classifier, as a function of the smoothing discount, for several smoothing techniques,
window sizes (one in each panel) and, in the case of no window size limit (∞), for both
unnormalised and normalised word counts.
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Table 1. Best average error rate (percentage of misclassified contexts) for
several window sizes: -1= SisHiTra, 0= maximum a priori probability classifier,
n[≥ 1]= multinomial classifier with window size of n.

Window size Error (%)

-1 9.6
0 6.6
1 3.9
2 3.5
3 3.8
∞ 5.4

Table 2. Error rates for some ambiguous words given by SisHiTra, and the maximum
a priori and multinomial classifiers.

SisHiTra A priori Multinomial
Word Freq.% Error% Error% Error% Smoothing b Win. size

de 28.9 0.0 0.0 0.0 - - 3
en 9.6 42.2 42.2 17.4 - - 2
a 7.7 0.0 0.0 0.0 - - 3
que 5.4 1.6 1.6 1.4 Abs. Discount 0.1 2
ser 4.8 0.3 0.3 0.3 Abs. Discount 0.9 1
para 2.5 94.7 5.3 5.3 Laplace 1.0 ∞
tener 1.0 0.0 0.0 0.0 - - 3
le 0.8 12.9 12.9 9.7 - - 1
como 0.7 0.0 0.0 0.0 - - 3
lo 0.7 36.9 36.9 20.1 Abs. Discount 1.0 1

A new disambiguation module for SisHiTra was developed in accordance
with the empirical results described above. More precisely, the module was built
from an optimised multinomial classifier for each ambiguous word, trained from
all contexts found in the corpus and the best design parameter values tried in
the experiments. The new module was empirically compared with the previ-
ous knowledge-based module on two tests: the first is a hard test involving 511
difficult sentences, plenty of ambiguous words (about 3K occurrences of ambigu-
ous words out of 9K running words); the second test is a random set from “El
Periódico” of 3,560 sentences (about 13,500 occurrences of ambiguous words out
of 52,700 running words). Results, both in terms of WER1 (Word Error Rate)
and CER2 (Classification Error Rate) are given in Table 3. From these results,
we may conclude that the new multinomial-based disambiguation module per-
forms better than its predecessor.

1 WER:The minimum number of substitution, insertion and deletion operations
needed to convert the word string hypothesised by the translation system into a
given single reference words.

2 Of course, Classification Error Rate over ambiguous words.
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Table 3. Word Error Rate (WER) and Classification Error Rate (CER) of ambigu-
ous words for the knowledge-based and multinomial disambiguator, tested on a hard
ambiguous test and a set of sentences from “El Periódico”.

Disambiguator
Ambiguous Test “El Periódico”
WER CER WER CER

Knowledge-based 20.7 30.0 25.7 27.0
Multinomial 19.5 26.7 24.7 23.2

5 Conclusions

The multinomial Naive Bayes text classifier has been studied for word translation
disambiguation in a hybrid machine translation system from Spanish to Cata-
lan. Empirical results have been reported in which the influence of the window
(context) size and parameter smoothing have been carefully studied. The new
multinomial-based disambiguation module performs better than its knowledge-
based predecessor.

The main direction of our current work is to compare this new module with
other statistical approaches and, in particular, with classifiers based on conven-
tional language models such smoothed trigrams. In fact, we have already done
preliminary experiments in this direction, but the results obtained so far are not
satisfactory.
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Abstract. Bilingual documentation has become a common phenome-
non in many official institutions and private companies. In this scenario,
the categorization of bilingual text is a useful tool, that can be also
applied in the machine translation field. To tackle this classification task,
different approaches will be proposed. On the one hand, two finite-state
transducer algorithms from the grammatical inference domain will be
discussed. On the other hand, the well-known naive Bayes approxima-
tion will be presented along with a possible modelization based on n-
gram language models. Experiments carried out on a bilingual corpus
have demonstrated the adequacy of these methods and the relevance
of a second information source in text classification, as supported by
classification error rates. Relative reduction of 29% with respect to the
best previous results on the monolingual version of the same task has
been obtained.

1 Introduction

Nowadays the proliferation of bilingual documentation is a widely extended phe-
nomenon in our information society. This fact is reflected in a vast number of offi-
cial institutions (EU parliament, the Canadian Parliament, UN sessions, Catalan
and Basque Parliaments in Spain, etc.) and private companies (user’s manuals,
newspapers, books, etc.). In many cases, this textual information needs to be
categorized by hand, entailing a time-consuming and arduous burden.

On the other hand, the categorization of bilingual text can be applied to the
field of machine translation to train specific statistical translation models for
particular subdomains, automatically detected in more general bilingual corpus.
This strategy can alleviate a typical problem of statistical translation models:
their limited application to constrained semantic scopes. In its monolingual form,
text classification has demonstrated reasonably good performance using a num-
ber of well-known techniques such as naive Bayes [1], support vector machines [2],
� Work supported by the “Agència Valenciana de Ciència i Tecnologia” under grant

GRUPOS03/031 and the Spanish project TIC2003-08681-C02-02.
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k-nearest neighbours [3], etc. The incorporation of a second language offers an
additional information source that can help reducing classification error rates.

In the present work, several techniques for classifying bilingual text will be
presented along with some preliminary experimental results in a four-class bilin-
gual limited-domain corpus. The rest of the paper is organized as follows. Next
section will introduce the statistical classification model employed for bilingual
classification. In Section 3, an instantiation of this classification model as two
different stochastic finite-state transducer models will be considered. Alterna-
tively, a naive Bayes approach to bilingual classification will be explained in
Section 4. Finally, Section 5 will be devoted to experimental results and Sec-
tion 6 will discuss some conclusions and future work.

2 Bilingual Classification

The bilingual classification task can be seen from a probabilistic perspective.
Given a bilingual sample (s, t) composed by a pair of sentences (being t a possible
translation for s) and a set of classes 1, 2, . . . , C, the pair (s, t) will be assigned
to class ĉ according to the maximum a posteriori probability criterion:

ĉ = argmax
c

P (c | (s, t)) = argmax
c

p((s, t) | c)P (c) (1)

This joint class-conditional probability can be modeled in various ways, some
of them will be analyzed in the next sections.

3 Transducer Inference and Decoding Algorithm

Stochastic finite-state transducers (SFSTs) are translation models [4, 5] that can
be learned automatically from bilingual sample pairs. SFSTs are finite-state net-
works that accept sentences from a given input language and produce sentences
of an output language. Every edge of the network has associated an input sym-
bol, an output string and a transition probability associated to the input-output
pair. Every time an input symbol is accepted, the corresponding string is output
and a new state is reached. Once the input sentence has been parsed completely,
additional output may be produced from the last state reached.

Optimal maximum likelihood estimates of the transition probabilities can be
obtained by computing the relative frequency each edge is used in the parsing
of the input-output sample pairs. This results in SFSTs which models the joint
probability distribution over bilingual sentence pairs derived in previous section.
There exist several techniques that infer SFSTs efficiently. SFSTs have been
successfully applied into several translation tasks [6, 7].

3.1 OSTIA

A particular case of SFST are known as subsequential transducers (SSTs). These
are essentially SFSTs with the restriction of being deterministic. Given a set of
training pairs of sentences from a translation task, the Onward Subsequential
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Transducer Inference Algorithm (OSTIA) efficiently learns a SST that gene-
ralizes the training set [8]. The algorithm builds a straightforward prefix-tree
representation of all the training pairs and moves the output strings towards the
root of this tree as much as possible, leading to an “onward” tree representa-
tion. Finally a state merging process is carried out. The algorithm guarantees
identification of total subsequential functions in the limit [9], that is, if the un-
known target translation exhibits a subsequential structure, convergence to it is
guaranteed whenever the set of training samples is representative.

Nevertheless, there are partial subsequential functions for which OSTIA in-
ference is troublesome. This limitation can be solved by an extension, called
OSTIA-DR (OSTIA with Domain and Range constraints) [10] in which the
learnt transducers only accept input sentences and only produce output sen-
tences compatible with the input/output language models.

Another possibility to overcome the partial-function limitation is to rely on
statistical knowledge. Following this idea, an extension of OSTIA-DR is pro-
posed, referred to as OSTIA-P [11].

OSTIA-P infers a Stochastic Subsequential Transducer, i.e., a SST with pro-
babilistic information. The algorithm is based on the same state merging
approach as in the basic OSTIA(-DR). In addition to the OSTIA(-DR) merging
conditions, here two states are considered compatible for merging if the proba-
bilities of their suffixes are similar within a certain threshold α. This threshold
indirectly controls the level of generalization of the inferred stochastic finite-state
models.

OSTIA-P is based on a more restrictive merging criterion than that of the
original OSTIA(-DR). As a consequence, transducers generated by OSTIA-P
will tend to reduce the generalization of the training data.

3.2 GIATI
Another possible algorithm for learning SFSTs is the Grammatical Inference
and Alignments for Transducer Inference (GIATI) technique [4]. Given a finite
sample of string pairs, it works in three steps:

1. Building training strings. Each training pair is transformed into a single
string from an extended alphabet to obtain a new sample of strings.

2. Inferring a (stochastic) regular grammar. Typically, a smoothed n-gram is
inferred from the set of samples of strings obtained in the previous step.

3. Transforming the inferred regular grammar into a transducer. The sym-
bols associated to the grammar rules are replaced by source/target symbols,
thereby converting the grammar inferred in the previous step into a trans-
ducer.

The transformation of a parallel corpus into a corpus of single sentences is
performed with the help of statistical alignments: each word is joined with its
translation in the output sentence, creating an “extended word”. This joining is
done taking care not to invert the order of the output words. The third step is
trivial with this arrangement. In our experiments, the alignments are obtained
using the GIZA software [12], which implements IBM statistical models [13].
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3.3 Viterbi Error-Correcting Decoding

The performance achieved by transducer models tends to be poor if input sam-
ples do not strictly comply with the syntactic restrictions imposed by the model.
This is the case of syntactically incorrect sentences, or correct sentences whose
precise “structure” has not been exactly captured by the model during the
training process.

Both of these problems can be approached by means of error-correcting
decoding. Under this approach, the input sentence, x, is considered to be a
corrupted version of some sentence, x̂ ∈ L, where L is input language associated
with the SFST. On the other hand, an error model E accounts for the transfor-
mation from x̂ into x. In the current work, this error model is the edit cost model,
that considers the transformation between two sentences x̂ and x, in terms of
edit word operations (insertions, deletions and substitutions). In practise, these
errors should account for likely vocabulary variations, word dissapearances, su-
perfluous words, repetitions, and so on.

Formalising the framework given above, our goal is to obtain a sentence x̂
whose a posteriori probability of being generated from x is maximum:

x̂ = argmax
x′

P (x′|x,L,E) ≈ argmax
x′

P (x|x′,E) · P (x′|L) (2)

Under the classification framework, Eq. 2 is integrated in Eq. 1 as follows:

ĉ = argmax
c

P (x|c) = argmax
c

P (x̂c|c) ≈ argmax
c

P (x̂c|x,Lc,E) (3)

Given the finite-state nature of OSTIA and GIATI models, a version of the
Viterbi algorithm [14] that integrates the error-correcting decoding was develo-
ped for Eq. 2. This algorithm was applied to the source language when decoding
with OSTIA transducers and to the target language in GIATI transducers, since
the latter integrates smoothing techniques in the source language model.

4 Naive Bayes Bilingual Classification

In this section, an alternative approach to the joint class-conditional probability
representation (Eq. 1) is presented. The idea consists in considering that the
random variables s and t included in the model are independent. While this
assumption is false in most real-world tasks, it often performs surprisingly well
in practice. This way, Eq. 1 can be reformulated as follows:

ĉ = argmax
c

p((s, t) | c) = argmax
c

p(s | c) · p(t | c) (4)

The conditional probability p(s | c) and p(t | c) can be modeled in different
manners. For instance, well-known monolingual text classification models can
be used. Here, n-gram language models from the statistical language modelling
area will be employed. An important argument that supports this decision is the
existence of powerful smoothing techniques in this field.
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4.1 Smooth n-gram Language Models

Statistical language modelling is focused on the modeling of probable sequences
of linguistic units through probabilities estimated from the frequency of fixed-
length sequences. In general, given a string s = s1s2 · · · sm, its probability can
be expressed as:

P (s) =
m∏

i=1

P (si | s1 · · · si−1) (5)

Nevertheless, computational and parameter estimation constrains only allow
for short history dependencies. Therefore, given a maximum history length n,
the probability of a string s can be approximated by a n-gram language model:

P (s) ≈
m∏

i=1

P (si | si−n+1 · · · si−1) =
m∏

i=1

C(si−n+1 · · · si)
C(si−n+1 · · · si−1)

(6)

where C(si · · · sj) is the number of times that the substring si · · · sj is observed
in the training set.

The main problem that n-gram language models need to cope with is the
estimation of probability for non-observed events (n-gram sequences) during the
training process. Smoothing techniques are used to solve this issue.

These techniques, basically, consist in discounting mass probability from ob-
served events that will be shared among non-observed events. Different discount
strategies can be found in the literature, among them, Witten-Bell discount [15]
in which non-observed events are modeled as seen for the first time, and modi-
fied Kneser-Ney discount [16] in which a fixed discount to all observed events is
integrated in the backoff smoothing.

5 Experimental Results

5.1 Corpus

The corpus employed in these experiment was developed in the EuTrans EU
project [7]. The general domain in EuTrans is that of a tourist visiting a foreign
country. Specifically, in this work, the domain has been restricted to human-
to-human communication in the front-desk of a hotel, which is known as the
Traveller Task.

To obtain a corpus for this task, several traveller-oriented booklets were
collected and those pairs of sentences fitting the above scenario were selected.
To control task complexity, 16 subdomains were considered together with the
pairs of sentences associated to them. The final corpus was generated from the
previous “seed corpus” independently by four persons, assigning a subset of sub-
domains to each one. Each person defines one of the four classes A, F, J and P
with a different set of subdomain coverage (see Table 1).

As it can be seen in Table 1, these four classes do overlap, therefore no perfect
classification is possible and low error rates would indicate that the models
employed are able to deal with the underlaying class variability.
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Table 1. Subdomains in the Traveller Task and their class assignments

Classes Subdomain
A F J P # Description√ √

1 Notifying a previous reservation√
2 Asking about rooms (availability, features, prices)√
3 Having a look at rooms√ √
4 Asking for rooms√
5 Signing the registration form√
6 Complaing about rooms√
7 Changing rooms√
8 Asking for wake-up calls√
9 Asking for keys√ √
10 Asking for moving the luggage√
11 Notifying the departure√
12 Asking for the bill√ √
13 Asking about the bill√
14 Complaining about the bill√
15 Asking for a taxi√ √ √ √
16 General sentences

5.2 Results

The corpus employed for the experiments consists of 8000 Spanish-English sen-
tences extracted from the Traveller Task. Each class described above contains
2000 sentences, 1000 of them were used for training and the rest for test. The
vocabulary for the Spanish sentences is 675 words and for the English sentences,
503 words.

Several experiments were carried out varying the length of the history (n-
gram) of the underlaying language model. Furthermore, transducers were trained
in both directions, Spanish-English (Es-En) and English-Spanish (En-Es). As far
as the naive Bayes approach is concerned, two different discount techniques were
used, modified Kneser-Ney discount (KN) and Witten-Bell discount (WB). The
results are shown in Table 2.

The best results were obtained by applying the naive Bayes approximation
using 3-gram or 4-gram language models with Witten-Bell discount. Transducer
techniques achieved slightly worse results, although error rates presented by
GIATI outperforms OSTIA-P in some experimental settings. The divergence on
the results for GIATI depending on the source language employed, is due to
the fact that the Spanish language perplexity is higher than that of the English
language. An interesting open experiment would be the combination of both
language pair directions to further improve the classification error rate achieved.

The difference in results between naive Bayes and transducers techniques
can be explained by the better modelization of the input and output sentences
in the former approach using powerful smoothing techniques, even though the
unrealistic independence assumption. On the contrary, transducers generated by
OSTIA-P lack of smoothing on the input language, while GIATI transducers do
on the output language. Another alternative solution to the smoothing problem
would be to increase the amount of training data, so that transducers would be
more accurated.

In general, these results are very promising considering the complexity of the
task. Indeed, when comparing the best classification error rate to monolingual
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Table 2. Classification error (in %) obtained with different transducer inference and
language modelling techniques. Baseline table corresponds to monolingual results using
Bernoulli mixture [17] and n-gram language models

Monolingual (BASELINE) 2-grams 3-grams 4-grams

Bernoulli Es 1.5

n-gram

KN
Es 6.5 6.2 17.3

En 2.5 3.2 15.3

WB
Es 1.8 1.5 1.5

En 1.7 1.4 1.4

Bilingual 2-grams 3-grams 4-grams

GIATI
Es-En 2.4 2.4 2.3

En-Es 1.5 1.5 1.5

OSTIA-P
Es-En 1.7 2.3 2.5

En-Es 2.3 2.4 2.5

Naive Bayes
(n-gram)

KN 2.3 2.4 7.9

WB 1.5 1.0 1.0

baseline cases (see Table 2), it is observed a 33% error rate reduction with respect
to Bernoulli mixtures and 29% with respect to n-gram language models, when
incorporating additional information (a second language) into the classification
model.

6 Conclusions and Future Work

This paper has been devoted to bilingual classification endeavouring three possi-
ble approaches to attempt this task: OSTIA-P, GIATI and Naive Bayes. The
idea behind these approximations was the modelization of the joint probabi-
lity for a given bilingual sample (s, t). Classification error rates obtained on the
Traveller Task have demonstrated the suitability of the bilingual classification
models proposed, enhancing significantly previous results on the monolingual
version of the same task.

As a future work remains the integration of smoothing on the input and out-
put languages of transducers employing techniques presented in [18]. Moreover,
these bilingual classification techniques are being assessed in a more general
domain corpus to validate their robustness to face even more difficult tasks.

Further refinements of these models are being evaluated, considering more
complex statistical models based on the combination of IBM Model 1 [13] with
multinomial distributions.
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Abstract. We describe an algorithm to measure the similarity between
sentences, integrating the edit distance between trees and single-term
similarity techniques, and also allowing the pattern to be defined ap-
proximately, omitting some structural details. A technique of this kind
is of interest in a variety of applications, such as information extrac-
tion/retrieval or question answering, where error-tolerant recognition al-
lows incomplete sentences to be integrated in the computation process.

1 Introduction

Many different approaches have been applied on computing similarity between
documents. Some of them consider a vector space model or semantically-based
word-word proximity [3]; others incorporate syntactic [2] or structural informa-
tion, which can be dealt with by pattern-matching. At this point, document
similarity based on matching sentences seems to have a more significant effect
on the quality and effectiveness of the resulting measures, due to its robustness
in dealing with noisy terms.

So, finding sentence similarity models is a central question in dealing with
document similarity. In this context, most efforts have been targeted toward
single-terms based techniques [1]. The work on the combination of parse struc-
tures and single-terms is limited, and there is nothing at all related to dealing
with incomplete or vague structures. Our proposal seeks to provide these ca-
pabilities in a new sentence similarity measure, integrating semantic similarity
with variable length don’t care matching on parse trees.

2 The Tree Edit Distance

Given a pattern tree, P and a data tree, D, we define an edit operation as a pair
a → b, a ∈ labels(P ) ∪ {ε}, b ∈ labels(D) ∪ {ε}, where ε represents the empty
string and labels(T ) the set of symbols labeling nodes in tree T . We can delete
(a → ε), insert (ε → b), and change a node (a → b). Each edit operation has

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 638–646, 2005.
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Fig. 1. Inverse postorder and VLDC symbols.

a cost, γ(a → b), which satisfies the properties of a metric. The edit distance
between two ordered trees P andD, δ(P,D), is defined as the cost of the sequence
of edit operations that transform one tree into the other with a minimal cost.

We compute a modified edit distance, following Zhang et al. [5], where data
trees can be simplified by removing some irrelevant subtrees with no cost. Given
an inverse postorder traversal to name each node i of tree T by t[i], we introduce
r(i) as the rightmost leaf descendant of the subtree rooted at t[i], and T [i..j] as
the ordered subforest of T induced by the nodes numbered i to j, as shown
Fig. 1. In particular, we have T [r(i)..i] as the tree rooted at t[i], denoted as T [i].
We also introduce r keyroots(T ) as the set of all nodes in T which have right
siblings plus the root, root(T ), of T , indicated by arrows in Fig. 1.

The value we want to compute is the edit distance between the pattern tree
and the data tree resulting from an optimal set of cost-free cuts that yields a
minimal distance. Cutting at node d[j] means removing the subtree D[j] from
the data tree D. Formally, given trees P and D, the forest edit distance with cuts
between a target subforest P [s1..s2] and a data subforest D[t1..t2], is defined as:

fd(s1..s2, t1..t2) = minS∈subtrees(D[t1..t2]){δ(P [s1..s2], cut(D[t1..t2], S))}

where cut(D[t1..t2],S) is the subforest D[t1..t2] with subtree removals at all
nodes included in the set S, and where subtrees(D[t1..t2]) is the set of all possible
sets of subtree cuts in D[t1..t2]. We will use the notation td(s2, t2) when the two
subforests are composed by only one subtree, that is, s1 = r(s2) and t1 = r(t2).

Zhang et al. propose a dynamic programming algorithm to compute this tree
edit distance, td(P,D), in a bottom-up fashion, first determining distances from
all leaf r keyroots, then for r keyroots at the next level, and so on to the root.

We also support the use of variable length don’t care (vldc) symbols in the
pattern tree, which allows us to omit structural details and manage more general
patterns. We consider two definitions for vldc matching [5], shown in Fig. 1:

– The vldc substitutes part of a path from the root to a leaf of the data tree.
We represent this with ”|” and call it a path-vldc.

– The vldc matches part of such a path and the subtrees emanating from
nodes of that path. We call this an umbrella-vldc, represented with ”∧”.

To formalize the use of vldc requires to introduce the notion of vldc-substi-
tution, that assigns to each vldc node in a pattern tree P a set of nodes taken
from the data tree D. The final edit distance is computed between the tree P̄ ,
resulting from an optimal vldc-substitution on P , and the data tree D.
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To compute distances involving ∧-vldc symbols it is necessary to use an
auxiliary distance. The suffix forest distance between FP and FD, forests in trees
P and D, denoted sfd(FP , FD), is the distance between FP and F̄D, where F̄D

is a subforest of FD with some consecutive subtrees, all having the same parent,
removed from the right. Formally, we have sfd(FP , FD) = minF̄D

{fd(FP , F̄D)}.

3 Semantic Similarity

We want to extend the matching algorithm in a similarity measure for parse trees
taking into account the semantic proximity between words. In essence, we will
propagate a similarity measure at word level through the nodes in accordance
with the syntactic distances computed by tree matching.

3.1 Semantic Similarity at Word Level

We follow Lin’s work [1], based on the WordNet taxonomy, a computer dictio-
nary that implements a set of semantic relationships between pairs of structures
called synsets, that represent sets of words sharing the same meaning.

Lin uses the hyperonymy relationship, i. e. the classical is-a relation between
a general concept and another more specific one, and his approach is based on
the information content of the synsets. Given two words, w1 and w2, belonging to
the synsets S1 and S2, respectively, let P (Si) be the probability that a randomly
selected word from WordNet belongs to synset Si or one of its more specific
synsets. If S0 is the most specific synset that subsumes both S1 and S2 according
to the hyperonymy relation, the similarity between w1 and w2 is:

simLin(w1, w2) =
2× logP (S0)

logP (S1) + logP (S2)

We use Lin’s measure as a basis to compute the semantic cost, γsem, associated
with the edit operations applied to the words in the sentences we are comparing.
Being wi and wj two words or ε, we compute γsem(wi → wj), as follows:

γsem(wi → wj) =
{

1 if wi = ε or wj = ε
1 − simLin(wi, wj) if wi �= ε and wj �= ε

3.2 Sentence Similarity Based on Edit Distance

Our aim is to compute a semantic distance between pairs of whole sentences,
taking into account both lexical and syntactic information. As a first approach
we could use a classical string matching algorithm [4] to locate the operations
to be applied over the words in the sentences. The algorithm will identify the
sequence of modifications needed to obtain one of them from the other with a
minimum cost. We will simply treat each word in the sentences as if it were a
character, measuring the cost of the edit operations with the γsem function.

As shown in Fig. 2, the correspondence between words that this approach
yields can be rather odd. This method aims to get a minimum cost alignment,
without taking into account whether it makes sense or not. So, in the first pair
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Fig. 3. Semantic distance with vldc symbols.

of sentences in Fig. 2, the algorithm aligns the verb ”eat” with the preposition
”with”, which has no grammatical sense since their syntactic roles are different.

This behaviour masks the actual semantic proximity and justifies to consider
tree matching to identify the transformations from which semantic proximity
should be computed. The sets of partial distances between subforests computed
by Zhang et al. [5] algorithm are used to get a minimal cost mapping, shown
with dashed lines in Fig. 2. From this, we extract the edit operations applied
over leaves which give us the set of words whose semantic costs, computed by
γsem, are accumulated.

4 Semantic Similarity from Word to Sentence Level

Having outlined our proposal, we show how the propagation of semantic mea-
sures is performed. Semantic and syntactic distances are computed in parallel,
guided by the computation of partial subforest distances.

The semantic forest distance, fdsem, is an extension of the concept at syntactic
level [5]. Given trees P and D, fdsem(s1..s2, t1..t2) is the semantic cost of the
edit operations performed on the words belonging to the subforests P [s1..s2] and
D[t1..t2]. The selection of these operations is made according to the actual edit
operation applied on the associated leaves to obtain the optimal fd(s1..s2, t1..t2)
value. In an analogous way, we have tdsem(i, j) = fdsem(r(i)..i, r(j)..j).

4.1 Computation of Semantic Distances Without vldc

What our approach does is to compute partial distances between the syntactic
structure of the two parse trees, and use these fd values to decide which semantic
values, fdsem, should be propagated in each case. When no vldc symbols are
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involved this propagation is made according to the following set of formulae,
where nodes s ∈ P [i], t ∈ D[j], and i ∈ r keyroots(P ) and j ∈ r keyroots(D):

(1) fdsem(∅, ∅) = 0

fdsem(∅, r(j)..t) =

{
fdsem(∅, r(j)..t − 1) + γsem(ε → word(d[t])) if r(t) = t
fdsem(∅, r(j)..t − 1) otherwise

fdsem(r(i)..s, ∅) =

{
fdsem(r(i)..s − 1, ∅) + γsem(word(p[s]) → ε) if r(s) = s
fdsem(r(i)..s − 1, ∅) otherwise

(2) fdsem(r(i)..s, r(j)..t) = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{
fdsem(r(i)..s − 1, r(j)..t) + γsem(word(p[s]) → ε) if r(s) = s
fdsem(r(i)..s − 1, r(j)..t) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(j)..t) + γ(p[s] → ε){

fdsem(r(i)..s, r(j)..t − 1) + γsem(ε → word(d[t])) if r(t) = t
fdsem(r(i)..s, r(j)..t − 1) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s, r(j)..t − 1) + γ(ε → d[t]){

fdsem(r(i)..s − 1, r(j)..t − 1)+
γsem(word(p[s]) → word(d[t])) if r(s) = s and r(t) = t

fdsem(r(i)..s − 1, r(j)..t − 1) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(j)..t − 1) + γ(p[s] → d[t])

fdsem(r(i)..s, ∅) +
∑

d[k]∈leaves(D[t])
γsem(ε → word(d[k]))

if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, ∅)
if r(s) = r(i) and r(t) = r(j) and p[s] �= ” ∧ ” and p[s] �= ” | ”

(3) fdsem(r(i)..s, r(j)..t) = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

{
fdsem(r(i)..s − 1, r(j)..t) + γsem(word(p[s]) → ε) if r(s) = s
fdsem(r(i)..s − 1, r(j)..t) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(j)..t) + γ(p[s] → ε){

fdsem(r(i)..s, r(j)..t − 1) + γsem(ε → word(d[t])) if r(t) = t
fdsem(r(i)..s, r(j)..t − 1) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s, r(j)..t − 1) + γ(ε → d[t])

fdsem(r(i)..r(s) − 1, r(j)..r(t) − 1) + tdsem(s, t)
if fd(r(i)..s, r(j)..t) = fd(r(i)..r(s) − 1, r(j)..r(t) − 1) + td(s, t)

fdsem(r(i)..s, r(j)..r(t) − 1) +
∑

d[k]∈leaves(D[t])
γsem(ε → word(d[k]))

if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(t) − 1)
otherwise

We have three formulae (initialization, subtree-to-subtree and subforest-to-sub-
forest distances) that reflect how is identified the operation from which the cur-
rent fd(r(i)..s, r(j)..t) was obtained, and how new fdsem values are computed.

Zhang et al. [5] compute bottom-up partial distances, increasing the sizes of
the subforests being considered. In each step, every way of obtaining the current
distance, one for each edit operation and one for subtree cuts, is computed and
the minimum value is recorded. In our proposal, for each syntactic distance we
identify the previous partial ones used to compute it, and use them to deter-
mine which edit operation was applied. Once the best edit operation has been
identified, we compute the current fdsem(r(i)..s, r(j)..t) value. If no leaves were
involved, we simply propagate the semantic distance associated with the previous
fd value from which fd(r(i)..s, r(j)..t) was obtained. Otherwise, when r(s) = s
or r(t) = t, we add to this fdsem value the semantic cost of the operation to be
applied on those leaves.

In the case of subtree cuts, previous values are incremented with the cost of
deleting every word in the cut subtrees, as shown in the last cases of formulae (2)
and (3). So, although in syntactic matching some parts of the data trees can be
omitted, our proposal does not miss out the semantic cost of the deleted words.

4.2 Computation of Semantic Distances with vldc

When cost-free cuts are allowed, the two types of vldc’s can be interchanged
without affecting the final syntactic distance [5]. However, it is possible to dif-
ferentiate their interpretation when semantic distances are computed.
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Fig. 4. Toy English grammar and data sentences.

For | -vldc we want the words in the cut leaves, underlined in the rightmost side
of Fig. 3, to be taken into account in the semantic distance. Whereas, with the
∧-vldc, words in subtrees not taken into account in the syntactic distance will
not contribute to the final semantic distance. These subtrees, shaded in Fig. 3,
are identified when the auxiliary values sfd are computed.

We shall start with the formulae for tree-to-tree distances with | -vldc. Being
p[s] = ” | ”, r(i) = r(s), r(j) = r(t) and nodes d[tk], 1 ≤ k ≤ nt, children of d[t]:

fdsem(r(i)..s, r(j)..t) = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{
fdsem(r(i)..s − 1, r(j)..t) + γsem(word(p[s]) → ε) if r(s) = s
fdsem(r(i)..s − 1, r(j)..t) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(j)..t) + γ(p[s] → ε){

fdsem(r(i)..s, r(j)..t − 1) + γsem(ε → word(d[t])) if r(t) = t
fdsem(r(i)..s, r(j)..t − 1) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s, r(j)..t − 1) + γ(ε → d[t]){

fdsem(r(i)..s − 1, r(j)..t − 1)+
γsem(word(p[s]) → word(d[t])) if r(s) = s and r(t) = t

fdsem(r(i)..s − 1, r(j)..t − 1) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(j)..t − 1) + γ(p[s] → d[t])

fdsem(∅, r(j)..t − 1) + tdsem(s, tk) − tdsem(∅, tk)
if fd(r(i)..s, r(j)..t) = fd(∅, r(j)..t − 1) + td(s, tk) − td(∅, tk)

where tk = argmin1≤k≤nt
{td(s, tk) − td(∅, tk)}

fdsem(r(i)..s, ∅) +
∑

d[k]∈leaves(D[t])
γsem(ε → word(d[k]))

if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, ∅)

To manage ∧-vldc as we outlined above, being d[tk], 1 ≤ k ≤ nt the children
of d[t], when r(i) = r(s), r(j) = r(t) and p[s] = ” ∧ ” we have that:

fdsem(r(i)..s, r(j)..t) = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{
fdsem(r(i)..s − 1, r(j)..t) + γsem(word(p[s]) → ε) if r(s) = s
fdsem(r(i)..s − 1, r(j)..t) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(j)..t) + γ(p[s] → ε){

fdsem(r(i)..s, r(j)..t − 1) + γsem(ε → word(d[t])) if r(t) = t
fdsem(r(i)..s, r(j)..t − 1) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s, r(j)..t − 1) + γ(ε → d[t]){

fdsem(r(i)..s − 1, r(j)..t − 1)+
γsem(word(p[s]) → word(d[t])) if r(s) = s and r(t) = t

fdsem(r(i)..s − 1, r(j)..t − 1) otherwise

}
if fd(r(i)..s, r(j)..t) = fd(r(i)..s − 1, r(j)..t − 1) + γ(p[s] → d[t])

tdsem(s, tk)
if fd(r(i)..s, r(j)..t) = td(s, tk)

where tk = argmin1≤k≤nt
{td(s, tk)}

sfdsem(r(i)..s − 1, r(j)..tk)
if fd(r(i)..s, r(j)..t) = sfd(r(i)..s − 1, r(j)..tk)

where tk = argmin1≤k≤nt
{sfd(r(i)..s − 1, r(j)..tk)}

To ensure the desired semantic behaviour for ∧-vldc, we introduce the semantic
suffix forest distance and specify how these values are computed. Being FP and
FD, forests in the tree P and the data tree D, the semantic suffix forest distance,
sfdsem(FP , FD), is the semantic distance between FP and F̄D, where F̄D is a
subforest of FD with some consecutive subtrees, all having the same parent,
removed from the right. Formally, sfdsem(FP , FD) = minF̄D

{fdsem(FP , F̄D)}.
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Fig. 5. Pattern trees.

As result, we get the required behaviour for ∧-vldc, since words present in
removed subtrees will not be taken into account in the final semantic distance.
The computation procedure propagates semantic values in the following way:

(1) sfdsem(∅, ∅) = 0

sfdsem(∅, r(j)..t) =

{
0 if r(t) = r(j) or r(parent(t)) = r(j){

sfdsem(∅, r(j)..t − 1) + γsem(ε → word(d[t])) if r(t) = t
sfdsem(∅, r(j)..t − 1) otherwise

}
otherwise

sfdsem(r(i)..s, ∅) = fdsem(r(i)..s, ∅)

(2) sfdsem(r(i)..s, r(j)..t) =

{
fdsem(r(i)..s, ∅) if fd(r(i)..s, ∅) < fd(r(i)..s, r(j)..t)
fdsem(r(i)..s, r(j)..t) otherwise

if r(t) = r(j)

(3) sfdsem(r(i)..s, r(j)..t) = min

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

{
sfdsem(r(i)..s − 1, r(j)..t) + γsem(word(p[s]) → ε) if r(s) = s
sfdsem(r(i)..s − 1, r(j)..t) otherwise

}
if sfd(r(i)..s, r(j)..t) = sfd(r(i)..s − 1, r(j)..t) + γ(p[s] → ε){

sfdsem(r(i)..s, r(j)..t − 1) + γsem(ε → word(d[t])) if r(t) = t
sfdsem(r(i)..s, r(j)..t − 1) otherwise

}
if sfd(r(i)..s, r(j)..t) = sfd(r(i)..s, r(j)..t − 1) + γ(ε → d[t])

sfdsem(r(i)..r(s) − 1, r(j)..r(t) − 1) + tdsem(s, t)
if sfd(r(i)..s, r(j)..t) = sfd(r(i)..r(s) − 1, r(j)..r(t) − 1) + td(s, t)

otherwise

By means of these formulae we get two kinds of semantic matching: a restricted
match with | -vldc, where precise patterns can be easily described; and a more
flexible and vague method, using ∧-vldc, able to match a wider range of trees.

5 A Practical Example

To illustrate our proposal we have created a bank of data sentences following the
grammar and the scheme shown in Fig. 4, where i, with values from 0 to 7, is the
number of repetitions of the substrings enclosed in braces. This evaluation frame
provides a highly ambiguous evaluation environment, with a number of parses
growing exponentially with i. In the case of the tree matching based approach
three sets of pattern trees were built from the deterministic parse for sentences
of the form ”the boy eats the cake of [ the friend of ]i, shown in Fig. 5. To test string
matching, pattern and data sentences were used without parsing them.

The criteria used to compare these methods is the number of sentences whose
similarity values with respect to a pattern sentence, normalized in [0, 1], fall
under a given threshold, assuming that more precise approaches should provide
reduced sets of sentences. We aim to determine whether the obtained values are
able to make the semantic proximity between sentences evident, and to identify
non-similar ones without deviations.
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Fig. 6. Tree matching vs. string matching semantic measures.

Practical results are shown in Fig. 6, considering thresholds 0.05, 0.10, 0.25
and 0.50. Under the four thresholds our proposal seems to be more precise, show-
ing a higher discrimination power and returning a smaller number of sentences.
The string based approach suffers deviations when sentences being compared
share the same words with different syntactic roles, as is the case here. So, the
number of sentences under all thresholds is always high, showing that tree based
values provide a more accurate notion of semantic proximity.

With regard to the vldc matching, it offers intermediate results, closer to
non-vldc tree matching. As expected, the | -vldc gives more accurate measures,
meanwhile the ∧-vldc patterns are slightly less precise, but without suffering
the rapid degeneration shown by the string based measure for highest thresholds.
In these cases, this method identifies all of the data sentences as being similar
to the given pattern, without making any distinction between them, since the
string based metric assigns a high relevance to word-to-word correspondences,
making other syntactic and semantic aspects irrelevant.

6 Conclusions

We exploit the meaning of single-terms by integrating it into the edit distance
computation, allowing to take advantage of the use of semantic information in
pattern-matching processes. Preliminary results seem to support our approach
opposed to solutions based exclusively on syntactic structures or single terms.
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Abstract. The automatic classification of music files into styles is one
challenging problem in music information retrieval and for music style
perception understanding. It has a number of applications, like the in-
dexation and exploration of musical databases. Some techniques used in
text classification can be applied to this problem. The key point is to es-
tablish a music equivalent to the words in texts. A number of works use
the combination of intervals and duration ratios for music description.
In this paper, different statistical text recognition algorithms are applied
to style recognition using this kind of melody representation, exploring
their performance for different word sizes and statistical models.

1 Introduction

Machine learning and pattern recognition techniques, successfully employed in
other fields, can be also applied to music analysis. One of the tasks that can
be posed is the modelization of the music style. Immediate applications are the
classification, indexation, and content-based search in digital music libraries,
where digitised (MP3), sequenced (MIDI) or structurally represented (XML)
music can be found. Some recent papers explore the capabilities of these methods
to recognise music style, either using audio [1–3], or symbolic sources [4–6].

Our aim is to explore the capabilities of text categorization algorithms to
solve problems relevant to computer music. In this paper, some of those methods
are applied to the recognition of musical genres from a symbolic representation
of the melody. Some styles like jazz, classical, ragtime or gregorian have been
chosen as an initial benchmark for the proposed methodology due to the general
agreement in the musicology community about their definition and limits.

2 Methodology

2.1 Data Sets

Experiments were performed using two different corpora. Both of them are made
up of MIDI files, containing monophonic sequences.

The first corpus is a set of MIDI files from Jazz and Classical music collected
from different web sources, without any processing before entering the system.

J.S. Marques et al. (Eds.): IbPRIA 2005, LNCS 3523, pp. 649–657, 2005.
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The melodies are real-time sequenced by musicians, without quantization. The
corpus is made up of 110 MIDI files, 45 of them being classical music and 65
being jazz music. The length of the corpus is around 10,000 bars (40,000 beats).

The second corpus is that used by Cruz et al. [4]. It consists of 300 MIDI
files, from three different styles: Gregorian, passages from the sacred music of J.
S. Bach (Baroque), and Scott Joplin ragtimes; with 100 files per class. In this
corpus, the melodies are step-by-step sequenced, and much shorter (around 10
bars per file in average) than in the former case.

2.2 Encoding

The encoding used in this work has been inspired in the encoding method pro-
posed in [7]. This method generates n-grams of notes from the melodies, encoding
pitch interval information and a kind of duration ratios. The encoding of MIDI
files is performed as follows:

Melody Extraction. The melody track from each MIDI file is analyzed, obtaining
the pitch and duration for each note. Durations are calculated as the number
of ticks between the onset of the note and that of the next, ingnoring all inter-
mediate rests. As a result, a pair of values {pitch,duration} is obtained for each
note in the analyzed track.

n-Word Extraction. Next, the melody is divided into n-note windows. For each
window, a sequence of intervals and duration ratios is obtained (see Fig. 1 for
an example), calculated using Eqs. (1) and (2) respectively.

Ii = Pitchi+1 − Pitchi (i = 1, . . . , n− 1) (1)

Ri =
Onseti+2 −Onseti+1

Onseti+1 −Onseti
(i = 1, . . . , n− 1) (2)

Each n-word is defined then as a sequence of symbols: [I1 R1 . . . In−1 Rn−1].

n-Words Coding. The n-words obtained in the previous step are mapped into
sequences of alphanumeric characters, which we will name n-words due to the
equivalence we want to establish between melody and text. As the number of
ASCII printable characters is lower than all possible intervals, a non-linear map-
ping is used to assign characters to different interval values (see [7] for details).

Stop Words. A melody can contain pairs of notes separated by long rests, that
can last for some seconds, or even minutes. Consecutive notes separated by this
kind of rests are not really related, so the next note can be considered as the
beginning of a new melody. Therefore, it is not fair encoding together consecutive
notes separated by a large rest in a melody.

Considering this, a silence threshold is established, in a way that when a
rest longer than this threshold is found, no words are generated across it. This
restriction implies that, for each rest longer than this threshold, n−1 words less
are encoded. This threshold has been empirically set to a rest of four beats.
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 {69,120}{72,240}{74,120}

 {72,240}{74,120}{76,180}

   {74,120}{76,180}{77,60}

 {76,180}{77,60}{76,120}

 {77,60}{76,120}{74,240}

 {76,120}{74,240}{71,120}

 {74,240}{71,120}{65,120}

CFBf

BfBD

BDAh

AhaF

aFbF

bFcf

cffZ

[+3 2 +2 1/2]

[+2 1/2 +2 3/2]

[+2 3/2 +1 1/3]

[+1 1/3 -1 2]

[-1 2 -2 2]

[-2 2 -3 1/2]

[-3 1/2 -6 1]

3
4

ENCODING:  CFBf  BfBD  BDAh  AhaF  aFbF  bFcF  cffZ

Fig. 1. Example of a 3-word encoding of a MIDI file with 120 ticks per beat resolution.
Sequences of pairs {MIDI pitch, duration in ticks} are extracted using a window of
length 3. Then, intervals and IOR within the window are calculated and finally are
encoded using the encoding scheme.

Table 1. Number of words in the training sets for the different word lengths: number of
different words in each style, total of different words found in each corpus, and coverage
of the vocabulary (percentage).

Corpus C1 Corpus C2

n Jazz Clas. |Vn| Coverage (%) Bach Greg. Joplin |Vn| Coverage (%)

2 425 485 548 49,24 245 87 223 301 27,04
3 4883 3840 7903 0,64 1374 509 1471 2605 0,21
4 6481 6209 12501 9, 07 · 10−4 2574 1207 2708 5835 4, 23 · 10−4

5 6849 7390 14198 9, 25 · 10−7 3245 1901 3245 8073 5, 26 · 10−7

6 6967 8060 15013 8, 79 · 10−10 3594 2297 3420 9165 5, 37 · 10−10

7 7018 8483 15499 8, 15 · 10−13 3728 2413 3463 9564 5, 03 · 10−13

2.3 Word Lengths

In order to test the classification ability of different word lengths, n, a range for
n ∈ {2, 3, 4, 5, 6, 7} has been established. The shorter n-words are less specific
and provide more general information and, on the other hand, larger n-words
may be more informative but the models based on them will be more difficult
to train. Using the encoding scheme, the vocabulary size for each n is |Vn| =
(53 × 21)n−1 words. In Table 1 the number of words that have been extracted
from the training set for each length is displayed.

2.4 Naive Bayes Classifier

The naive Bayes classifier, as described in [8], has been used. In this framework,
classification is performed following the well-known Bayes’ classification rule. In
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a context where we have a set of classes cj ∈ C =
{
c1, c2, . . . , c|C|

}
, a melody

xi is assigned to the class cj with maximum a posteriori probability, in order to
minimize the probability of error:

P (cj |xi) =
P (cj)P (xi|cj)

P (xi)
. (3)

Our classifier is based on the naive Bayes assumption, i.e. it assumes that all
words in a melody are independent of each other, and also independent of the
order they are generated. This assumption is clearly false in our problem and
also in the case of text classification, but naive Bayes can obtain near optimal
classification errors in spite of that [9]. To reflect this independence assumption,
melodies can be represented as a vector xi =

(
xi1, xi2, . . . , xi|V|

)
, where each

component xit ∈ {0, 1} represents whether the word wt appears in the docu-
ment or not, and |V| is the size of the vocabulary. Thus, the class-conditional
probability of a document P (xi|cj) is given by the probability distribution of
words wt in class cj , which can be learned from a labelled training sample,
X = {x1, x2, . . . , xn}, using a supervised learning method.

Multivariate Bernoulli Model (MB). Using this approach, each class follows
a multivariate Bernoulli distribution:

P (xi|cj) =
|V|∏
t=1

xitP (wt|cj) + (1 − xit)(1− P (wt|cj)) (4)

where P (wt|cj) are the class-conditional probabilities of each word in the vocab-
ulary, and these are the parameters to be learned from the training sample.

Bayes-optimal estimates for probabilities P (wt|cj), with a Laplacean prior to
smooth probabilities, and prior probabilities for classes P (cj), are calculated as:

P (wt|cj) =
1 +Mtj

2 +Mj
P (cj) =

Mj

|X | (5)

where Mtj is the number of melodies in class cj containing word wt, and Mj is
the total number of melodies in class cj .

Multinomial Model (MN). This model takes into account word frequencies
in each melody, rather than just the occurrence or non-occurence of words as in
the MB model. In consequence, documents are represented by a vector, where
each component xit is the number of occurrences of word wt in the melody. In
this model, the probability that a melody has been generated by a class cj is
the multinomial distribution, assuming that the melody length in words, |xi|, is
class-independent [8]:

P (xi|cj) = P (|xi|)|xi|!
|V|∏
t=1

P (wt|cj)xit

xit!
(6)
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Now, Bayes-optimal estimates for class-conditional word probabilities are:

P (wt|cj) =
1 +Ntj

|V|+
∑|V|

k=1 Nkj

(7)

where Ntj is the sum of occurrences of word wt in melodies in class cj . Class
prior probabilities are also calculated as for MB.

Multivariate Bernoulli Mixture Model (MMB). Both MB and MN have
proven to achieve quite good results in text classification [8, 10], but they can be
improved assuming that probabilities of words follow a more complex distribu-
tion within a class. Imagine that we want to model the distribution of musical
words (see 2.2) in a sample of classical music melodies, which is formed in equal
shares by Baroque and Renaissance scores. It is likely that both subsets have
different distributions of words, so that we could find some words very common
in Baroque music that don’t usually appear in Renaissance music. In this case,
using the MB model, Bayes-optimal estimates for these words in the whole set
would be just a half of the real ones in Baroque, and much greater than their
real value in Renaissance.

Intuitively, it would be more accurate to find the separate estimates for each
substyle and then combine them to model the whole style. However, since the
only information we have about these sequences is that all of them belong to clas-
sical music, finding the optimal estimates for each substyle is not straightforward.
Furthermore, this problem becomes more complex when inner class structure (i.e.
the number and proportions of the subsets) is not known a priori. To solve this
problem, we will use here finite mixtures [11] of multivariate Bernoulli distribu-
tions, as they have been successfully applied in text classification tasks [10, 12].

A finite mixture model is a probability distribution formed by a number of
components M :

P (xi) =
M∑

m=1

πmP (xi|pm) (8)

where πm are the mixing proportions, that must satisfy the restriction
∑M

m=1 πm

= 1; and pm =
(
pm1, pm2, . . . , pm|V|

)
are the component prototypes. Since we

will model each class as a mixture of multivariate Bernoulli distributions, each
component distribution P (xi|pm) is calculated using Eq. 4, substituting P (wt|cj)
with its corresponding value pmt.

Now we face the problem of obtaining optimal estimates for parameters Θ =
(π1, . . . , πM , p1, . . . , pM )t. This can be achieved using the EM algorithm [13], but
to be applicable, it requires that the problem be formulated as an incomplete-
data problem. To do this, we can think of each sample document xi as an in-
complete vector [12], where zi = (zi1, . . . , ziM ) is the missing data and indicates
which component of the mixture the document belongs to (with 1 in the position
corresponding to the component and zeros elsewhere). Then, the EM proceeds it-
eratively to find the parameters that maximize the log-likelihood of the complete
data:
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LC(Θ|X,Z) =
n∑

i=1

M∑
m=1

zim (log πm + logP (xi|pm)) . (9)

2.5 Feature Selection

The methods explained above use a representation of musical pieces as a vector of
symbols. A common practice in text classification is to reduce the dimensionality
of those vectors by selecting the words which contribute most to discriminate
the class of a document. A widely used measure to rank the words is the average
mutual information (AMI) [14].

For the MB model, the AMI is calculated between (1) the class of a document
and (2) the absence or presence of a word in the document. We define C as a
random variable over all classes, and Ft as a random variable over the absence
or presence of word wt in a melody, Ft taking on values in ft ∈ {0, 1}, where
ft = 0 indicates the absence of word wt and ft = 1 indicates the presence of
word wt. The AMI is calculated for each wt as1:

I(C;Ft) =
|C|∑
j=1

∑
ft∈{0,1}

P (cj , ft) log
P (cj , ft)
P (cj)P (ft)

(10)

where P (cj) is the number of melodies for class cj divided by the total number
of melodies; P (ft) is the number of melodies containing the word wt divided by
the total number of melodies; and P (cj , ft) is the number of melodies in class cj
having a value ft for word wt divided by the total number of melodies.

In the MN model, the AMI is calculated between (1) the class of the melody
from which a word occurrence is drawn and (2) a random variable over all the
word occurrences, instead of melodies. In this case, Eq. 10 is also used, but P (cj)
is the number of word occurrences appearing in melodies in class cj divided by
the total number of word occurrences, P (ft) is the number of occurrences of the
word wt divided by the total number of word occurrences, and P (cj , ft) is the
number of occurrences of word wt in melodies with class label cj , divided by the
total number of word occurrences.

3 Results

For each model and word size, the naive Bayes classifier was applied to the
n-words extracted from the melodies in our training set in order to test its
style recognition ability. The experiments have been made following a leave-one-
out scheme. The presented results are the percentage of successfully classified
melodies.

The evolution of the classification as a function of the significance of the
information used is presented in the graphs in Fig. 2. For this, the words in the
training set have been ordered according to their AMI value. Also, experiments
using only the best rated words (|V| in the graphs) have been performed.
1 The convention 0 log 0 = 0 was used, since x log x → 0 as x → 0.
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Fig. 2. Evolution of style recognition percentage in average for different vocabulary
sizes. The plots represent (left) a comparison of the different statistical models (dis-
played for corpus C1) and (right) word sizes (for corpus C2).

Note that the results were not conclusive in terms of the different statistical
models, since all the methods performed comparatively. There is a tendency of
Bernoullis to classify better for small values of |V| while multinomials seem to
provide better results for larger |V|.

Table 2 shows the best results obtained in the experiments. The best accu-
racy was obtained for the word size n = 3, reaching a 94.3% of successful style
identification. Large n-words only perform well for very small |V| values, and
get worse rapidly for larger values. This preference for little specific information
points to the fact that the training set is small for those lengths, and the results
could be improved for larger models with more training melodies.

Also the values for precision and recall have been studied. Recall figures get
very low as n increases, being the cause of the lower classification rates obtained
for large words. In fact, the tendency for lengths n = 2, 3 is to get low percentage
rates when |V| increases due to low recall and very high precision values: there
are a lot of unclassified melodies, but the decisions taken by the classifier are
usually very precise. It can be said that the classifier learns very well but little.
This fact also reflects the need of a larger training set for these lengths to be
successfully applied.

We have compared our results to those obtained by our research group with
corpus C1, using melodic, harmonic and rhythmic statistical descriptors. They
are fed into supervised classifiers like nearest neighbours (NN) or a standard
Bayes rule [5]. In those experiments, the best recognition rates obtained for
whole melodies were 91.0% for Bayes and 93.0% for NN, after a long study
of the parameter space and the descriptor selection procedures. Thus, the first
results obtained under this new approach are very encouraging.

4 Conclusions

The feasibility of using text categorization technologies for music style recogni-
tion has been tested. The models based on 2-words had the best performance,
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Table 2. Best results in classification percentages obtained for both corpora. For each
word length value, n, the table shows, from left to right: best classification, statistical
model, size of vocabulary used for it and number of components (for the MMB).

Corpus C1 Corpus C2

n % ok model |V| M % ok model |V| M

2 92.1 MMB 100 2 90.6 MN 100 -
3 89.1 MMB 7500 4 94.3 MMB 2000 3
4 80.7 MB 100 - 90.6 MB 1000 -
5 82.3 MN 200 - 84.6 MN 7000 -
6 78.8 MN 14000 - 69.5 MN 50 -
7 73.9 MN 10000 - 53.3 MB 500 -

although the best result obtained was for n = 3, reaching a 94.3% of successful
style recognition. Larger word lengths have provided also good results using small
vocabulary sizes. In these cases, the method has proved to be very accurate, but
lacks retrieval power. This fact points to a lack of training data. The various
statistical models tested did not present significant differences in classification.

The results have been compared to those obtained by other description and
classification techniques, providing similar or even better results. We are con-
vinced that an increment of the data available for training will improve the
results clearly, specially for larger n-word sizes.
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Abstract. A foot database comprising 3D foot shapes and footwear fit-
ting reports of more than 300 participants is presented. It was primarily
acquired to study footwear fitting, though it can also be used to anal-
yse anatomical features of the foot. In fact, we present a technique for
automatic detection of several foot anatomical landmarks, together with
some empirical results.

1 Introduction

Footwear fitting has a decisive influence on the functionality and comfort of
shoes. The conventional technique to estimate footwear fitting is the direct try
of shoes, which is perfectly possible in most cases. However, there are many cases
in which it is not possible due to the amount of models to try, physical obstacles
to the technique (e.g. in e-commerce), or physical or psychical problems related
with the user (e.g. sensitivity difficulties). In all of these cases, automatic fitting
prediction can help a lot.

In this work, we present a foot database developed in the Spanish research
project MORFO3D. The MORFO3D foot database was acquired during the
month of May 2004 at the Universitat Politècnica de València, València (Spain).
It comprises 3D foot shapes and footwear fitting reports of more than 300 par-
ticipants. The database was primarily acquired to study footwear fitting, though
it can also be used to analyse anatomical features of the foot. In fact, we present
a knowledge-based technique for automatic detection of several foot anatomical
landmarks that gives good results. The MORFO3D foot database is available
upon request for non-commercial use.

The acquisition of the MORFO3D foot database is described in section 2.
Then, in section 3, we present our technique for automatic detection of several
foot anatomical landmarks, together with some empirical results.
� Work supported by the “Agència Valenciana de Ciència i Tecnologia” under grant

GRUPOS03/031 and the Spanish projects DPI2001-0880-CO2-01 and DPI2001-
0880-CO2-02.
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2 The MORFO3D Foot Database

The MORFO3D foot database was acquired during the month of May 2004 at
the Universitat Politècnica de València, València (Spain). A total of 316 18-
to 35-year-old women of European shoe size 38 (and 40) participated in its
acquisition. It is considered that the feet of the women in this age interval is
enough developed, but still not shows the typical advanced age pathologies. For
each participant, we first acquired her right 3D foot shape together with the
location of several foot key points (landmarks). Then, we asked her to try 4
models of shoes (out of 8 available) and fill in a questionnaire about each shoe
fitting. Hereafter we provide a detailed description of these two basic acquisition
steps.

For the acquisition of 3D foot shapes, we used an INFOOT laser scanner
[1]. This scanner is able to acquire a complete 3D shape of the foot, including
the foot sole. Also, it can be used to acquire the location of foot landmarks
by simply marking them on the user barefoot with adhesive markers. In our
case, the acquisition process is as illustrated in Figure 1. The process begins
with the placement of adhesive markers on 14 foot landmarks located on bony
prominences or critical zones for shoe fitting (see top of Figure 1 for their precise
locations). Then, the scanning process is carried out while the participant stands
upright with equal weight on each foot, in a certain position and orientation (see
middle of Figure 1). The result consists of: a) a cloud of points representing the
outer surface of the foot; b) the location of the 14 foot landmarks previously
marked; and c) a number of podometric measurements derived from these 14
landmarks (see bottom of Figure 1). The complete acquisition process lasted
approximately 5 minutes on average.

Table 1 shows some descriptive statistics of the 3D foot shapes acquired. The
main differences among the feet measurements taken were observed in the height
of the external malleolus and the foot length.

Table 1. Descriptive statistics (in mm) of the 3D foot shapes acquired

Podometric variable Min Mean Max Standard deviation

Foot length 225.9 241.77 257.6 ±5.82
Forefoot width 84.5 94.07 106.4 ±3.95

Hell width 55.2 61.44 70.5 ±2.88
Instep height 51.8 62.56 80.8 ±4.29
1st toe height 7.6 16.92 27.7 ±3.43

Height of the external malleolus 49.9 64.52 122.7 ±7.93

The second basic acquisition step was designed to compile detailed infor-
mation about the fitting of some shoes to the participant’s feet. We purchased
several pairs of 8 different shoe models that we thought representative of the
models available in the market during the database acquisition (see top of Fig-
ure 2). Given a pair of shoes (and socks), the participant was asked to try it
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Fig. 1. Acquisition of 3D foot shapes. Top-left: locations of the 14 foot landmarks;
1) Metatarsal Tibiale, 2) Metatarsal Fibulare, 3) Highest point of the 1st toe at the
interphalangeal joint, 4) Highest point of the 5th toe joint at the distal interphalangeal
joint, 5) Head of the second metatarsal, 6) Instep point (Cuneiform), 7) Tentative
junction point, 8) Navicular, 9) Tuberosity of five metatarsal, 10) The most lateral
point of lateral malleolus, 11) The most medial point of medial malleolus, 12) Sphyrion
Fibulare, 13) Sphyrion, and 14) Medial tentative heel upper point. Top-right: placement
of adhesive markers at the locations of the 14 foot landmarks. Middle: scanner parts
and participant’s position and orientation during the scanning process. Bottom: output
of the process; from left to right: 3D foot shape described as a cloud of points, locations
of the 14 landmarks, and 6 podometric measurements derived from these landmarks
(foot length, forefoot width, hell width, instep height, 1st toe height and height of the
external malleolus)
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walking during 2 minutes and then fill in a questionnaire about the fitting in 15
different zones of the foot (see bottom of Figure 2). For each of these zones, the
participant gave her perception of discomfort in a 4-level ordinal scale (0=none,
1=low, 2=medium, 3=high). Also, the participant answered questions about the
global discomfort of the shoes and her general footwear preferences. This step
lasted 5 minutes on average for the trial of each model. Unfortunately, the high
time cost of the complete trial (40 minutes for 8 models) prevented trying all
the available shoe models, so we decided to provide the participant with only 4
randomly selected models. Therefore, on average, each shoe model was tried by
half of the 316 participants.

Fig. 2. Top: shoe models purchased. Bottom: zone division of the foot

Table 2 shows the mean and the standard deviation of the discomfort variable
for each shoe model and foot zone.

The MORFO3D foot database is available upon request for non-commercial
use. The complete database also stores data of 100 women right foot of European
shoe size 40. The data in the MORFO3D database is being used to study the
relation between footwear fitting and podometric measurements.

3 Automatic Detection of Landmarks

The classical method to detect foot anatomical landmarks described in section 2
requires an expert to manually place them. The landmark placement obtained
from different experts, or from the same expert at different moments, can be
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Table 2. Mean and standard deviation of the discomfort variable (0=none, 1=low,
2=medium, 3=high) for each shoe model and foot zone

Shoe model
Foot zone 1 2 3 4 5 6 7 8 Average

1 Rear heel 0.3±0.7 0.9±1.1 0.3±0.7 0.2±0.5 0.5±0.8 0.3±0.7 0.5±0.8 0.5±0.8 0.5±0.8
2 Lateral heel 0.2±0.5 0.7±1.0 0.2±0.6 0.1±0.4 0.3±0.7 0.2±0.6 0.3±0.6 0.3±0.7 0.3±0.7
3 Medial heel 0.2±0.5 0.7±1.0 0.2±0.5 0.1±0.3 0.3±0.6 0.2±0.5 0.3±0.6 0.3±0.6 0.3±0.7
4 Rear ankle 0.3±0.6 0.5±1.0 0.2±0.6 0.2±0.6 0.3±0.7 0.2±0.6 0.4±0.8 0.6±0.9 0.3±0.7
5 Lateral ankle 0.2±0.5 0.4±0.8 0.1±0.4 0.1±0.2 0.1±0.5 0.1±0.4 0.2±0.5 0.3±0.7 0.2±0.6
6 Inner ankle 0.2±0.5 0.3±0.8 0.1±0.4 0.1±0.2 0.1±0.3 0.1±0.4 0.3±0.6 0.4±0.7 0.2±0.5
7 Front ankle 0.2±0.5 0.3±0.7 0.1±0.4 0.1±0.4 0.1±0.4 0.1±0.4 0.1±0.4 0.4±0.8 0.2±0.5
8 Instep 0.6±0.8 1.4±1.1 0.1±0.5 0.5±0.8 0.3±0.6 0.2±0.5 0.9±1.1 0.8±0.9 0.6±0.9
9 Lateral midfoot 0.3±0.6 0.9±1.0 0.2±0.5 0.2±0.5 0.2±0.6 0.1±0.4 0.4±0.7 0.5±0.8 0.3±0.7

10 Medial midfoot 0.2±0.6 0.8±1.0 0.2±0.5 0.2±0.5 0.2±0.5 0.1±0.4 0.3±0.7 0.4±0.8 0.3±0.7
11 Toes flexion area 0.3±0.6 1.3±1.1 0.3±0.7 0.2±0.5 0.5±0.7 0.2±0.5 1.2±1.1 0.5±0.8 0.6±0.9
12 Bunionette 0.2±0.5 1.0±1.1 0.3±0.6 0.1±0.4 0.3±0.7 0.2±0.4 0.5±0.8 0.4±0.7 0.4±0.7
13 Bunion 0.2±0.5 0.9±1.1 0.3±0.7 0.1±0.4 0.3±0.7 0.2±0.5 0.5±0.8 0.3±0.6 0.4±0.7
14 Dorsum of toes 0.4±0.7 1.4±1.2 1.1±1.1 0.2±0.5 1.1±1.1 0.5±0.8 0.8±1.1 0.5±0.8 0.7±1.0
15 Nails 0.4±0.8 1.2±1.2 1.3±1.1 0.2±0.5 0.9±1.1 0.7±0.9 0.9±1.2 0.5±0.8 0.8±1.0

Average 0.3±0.4 0.9±0.7 0.3±0.4 0.2±0.3 0.4±0.4 0.2±0.3 0.5±0.4 0.5±0.4 0.4±0.5

different. In this work, we propose a technique to automatically perform this
landmark placement.

The technique proposed is based on heuristics and takes into account the fact
that the scanner places automatically the reference axis shown in the top-right of
the Figure 3. It works initially with the complete 3D point clouds obtained from
the scanner and can be described as follows. First, a set of initial landmarks is
constructed from the complete cloud. It includes the landmarks shown as points
6, 16, 17 and 21 in the top-left and top-center of the Figure 3. For instance,
the landmark 17 is the point with a smaller x-coordinate from the complete 3D
cloud and the landmark 21 is the point with y-coordinate� 0, z-coordinate� 0
and the greatest x-coordinate. The set of initial landmarks allows us to split the
cloud along the x and z-axes into three sub-clouds: upper, rear-lower and fore-
lower subclouds. Then, more specic points are searched in each sub-cloud. For
instance, in rear-lower subcloud, the points 19 and 20 from Figure 3 are located
as those points with, respectively, the smallest and the greatest y coordinate.
Working in this way, the points 1, 2, 15 and 18 are detected in the fore-lower
subcloud, and the points 10− 13 in the upper subcloud. Note that most of the
automatic landmarks are border points, that is, they are coordinate maximums
or minimums in an axis of a sub-cloud. Only the landmarks 6, 12, 13 and 16 are
not border points. The landmark 6 (instep point) is the intersection point of the
cloud with the line that goes through the midpoint between landmarks 17 and
21, in the direction of the Z axis. The landmarks 12, 13 and 16 are heuristically
detected from, respectively, the landmarks 10, 11 and 17.

The set of landmarks detected automatically does not match exactly with
that obtained manually (see Figure 1 ). Some landmarks that are located man-
ually can be automatically detected, but not all of them. For instance, the land-
mark points 8 and 9 of the top-left and top-center of Figure 3 show the joint
point of two bones. Therefore, they can only be placed by touching the foot,
since they can not be seen as any protuberance.

We have compared the landmark set obtained manually with the landmark
set obtained using our automatic technique. As both sets do not completely
match, we have compared their intersection. That is, given one foot, each auto-
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Fig. 3. Automatic detection of landmarks. Top-left and top-center: landmarks detected
by the automatic method; 1) Metatarsal Tibiale, 2) Metatarsal Fibulare, 6) Instep point
(Cuneiform), 10) The most lateral point of lateral malleolus, 11) The most medial point
of medial malleolus, 12) Sphyrion Fibulare, 13) Sphyrion, 15) Most lateral point of the
5th toe, 16) Insertion of Achille’s tendom in calcaneus, 17) Heel rearrest point, 18)
Highest point of the 1st toe, 19) Most prominent point of the external heel, 20) Most
prominent point of the internal heel and 21) Most advanced point of the 2nd toe.
Landmarks numbered from 1 to 14 are those detected by the classical method (see
Figure 1 for more details). Top-right: reference axis with lines that split the point
clouds in three subclouds. Bottom : the automatic method application. Black points
are manually placed by the expert, and grey points are detected automatically. In the
left image the automatic method works properly, but in the right one the method fails

matic landmark from intersection points set has been compared with its respec-
tive manual landmark. We have use different approaches for it. On one hand,
we have use three distance definitions: L1, L2 (or Euclidean Distance) and mean
squared error (MSE). The L1 and L2 distances from a manual landmark x
to its corresponding automatic landmark y for a given foot are shown in the
equations 1 and 2. The results shown in Table 3 are the distance averages. The
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MSE from the set of observed values (manual landmarks) X = (x1, x2, . . . , xN )
to calculated values (automatic landmarks) Y = (y1, y2, . . . , yN ) is given in the
equation 3. The result is shown in Table 3.

L1(x, y) = |x1 − y1|+ |x2 − y2|+ |x3 − y3| (1)

L2(x, y) =
√

(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 (2)

MSE(X,Y ) =

√∑N
i=1(xi − yi)2

N
(3)

On the other hand, Table 4 shows the error rate for different thresholds of
tolerance. It is computed as follows: for each threshold value, we say that an
automatic landmark matches with its corresponding manual landmark when the
L2 distance between them is smaller than the given threshold value (success);
otherwise, we say that they do not match (error).

The bottom of Figure 3 shows two examples of application of our automatic
technique. In the examples, the automatic landmarks are compared with the
classical landmarks. In the left image, our technique works properly but, in the
right one, it did not place the anatomical points in the correct position.

Besides, the automatic landmark set of a foot can be used to compute a min-
imal but complete set of automatic podometry features, those shown in Table 1.
These features can be used to automatically characterize the foot.

Table 3. Different error rates (in mm) for each point of the intersection set and total
error rate. Numbers in brackets correspond with those of the Figure 3

Point L1 L2 MSE

Lateral malleolus (10) 33.68 22.39 5.8
External heel (19) 60.63 46.18 7.78
Medial malleolus (11) 43.77 30.02 6.62
Internal heel (20) 41.89 29.80 6.47
Heel rear (17) 18.15 14.01 4.26

Total 39.62 28.48 6.19

Table 4. Error rate (%) for different tolerance thresholds (distance in mm between
classical and automatic anatomical points)

Distance 0 1 2 3 4 5 6
Error 98 90 76 66 60 56 52

Distance 7 8 9 10 11 12 13
Error 49 47 44 42 40 38 36

Distance 14 15 16 17 18 19 20
Error 34 33 32 31 30 29 28
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4 Conclusions

A foot database comprising 3D foot shapes and footwear fitting reports of more
than 300 participants has been presented. It is called MORFO3D foot database.
It can be used to study footwear fitting, and also to analyse anatomical features
of the foot. In fact, we have presented a technique for automatic detection of foot
anatomical landmarks that gives good results. The MORFO3D foot database is
available upon request for non-commercial use.
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Abstract. In this paper we approach the problem of fast surface grading
of flat pieces decorated with random patterns. The proposed method
is based on the use of global statistics of color computed in the CIE
Lab space. Two other fast methods based on color histograms [1] and
Centile-LBP features [8] are introduced for comparison purposes. We
used CIE Lab in order to provide accuracy and perceptual approach in
color difference computation. Experiments with RGB were also carried
out to study CIE Lab reliability. The ground truth was provided through
an image database of ceramic tiles. Nevertheless, the approach is suitable
to be extended to other random decorated surfaces like marble, granite,
wood or textile stuff. The experiments make us to conclude that a simple
collection of global statistics of color in the CIE Lab space is powerful
enough to well discriminate surface grades. The average success surpasses
95% in most of the tests, improving literature methods and achieving
factory compliance.

1 Introduction

The background problem is to solve the question of surface grading of flat pieces
decorated with random patterns. These include surfaces from nature (wood,
marble or granite) and artificial surfaces (ceramic tiles or textile stuff). The aim
of surface grading is to split the production into different classes sorted by their
global appearance, which is crucial to achieve competitive quality standards.
Industries related with the manufacturing of these products rely the task of
grading on human operators. This grading is subjective and often inconsistent
between different graders [7]. Thus, automatic and reliable systems are needed.
Also, real time compliance is important in order to make systems able to inspect
the overall production at on-line rates.

In the last decade many approaches about surface grading were developed,
mainly for the industrial sectors of ceramics, marble, granite and wood. Bouk-
ouvalas et al [1][2][3] proposed color histograms and dissimilarity measures of
these distributions to grade ceramic tiles. No real time compliance was studied.

Other works were related with an specific type of ceramic tiles, the polished
porcelanic tiles, which imitate granite appearance. These works included texture
� Partially supported by FEDER-CICYT(DPI2003-09173-C02-01) and Keraben S.A.
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features. Baldrich et al [4] proposed a perceptual approximation based on the use
of discriminant features defined by human classifiers at factory. These features
were mainly related to grain distribution and size. The method included grain
segmentation and features measurement. Lumbreras et al [5] joined color and
texture through multiresolution decompositions on several color spaces. They
tested combinations of multiresolution decomposition schemes (Mallat’s, àtrous
and wavelet packets), decomposition levels and color spaces (Grey, RGB, Ohta
and Karhunen-Loève transform). Peñaranda et al [6] used the first and second
histogram moments of each channel of the RGB space. This simple approxima-
tion, together with a deep studied inspection system, were able to comply time
requirements for on-line inspection. In Baldrich and Lumbreras’s works there are
no study about time compliance.

On wood grading, Kauppinnen [7] developed a method based on the per-
centile features of histograms calculated for RGB channels. These features are
also called Centiles. Kyllönen et al [8] made an approach using color and texture
features. For color they chose the above mentioned Centiles, and LBP (Local
Binary Pattern) histograms for texture description.

Lebrun and Macaire [9] described the surfaces of the Portuguese “Rosa Au-
rora” marble using the mean color of the background and mean color, absolute
density and contrast of marble veins. They achieved good results but their ap-
proach is very dependent on the properties of this marble. Finally, Kukkonen et
al [10] presented a system for the grading of ceramic tiles using spectral images.
Spectral images have the inconvenient of producing great amounts of data.

Table 1. Summary of surface grading literature.

ground truth features time study accuracy %

Boukouvalas ceramic tiles color no -
Baldrich polished tiles color/texture no 92.0
Lumbreras polished tiles color/texture no 93.3
Peñaranda polished tiles color/texture yes -
Kauppinen wood color yes 80.0
Kyllönen wood color/texture no -
Lebrun marble color/texture no 98.0
Kukkonen ceramic tiles color no 80.0

Many of these approaches were very specialized in a specific type of surface,
others did not achieve good enough accuracy, and others did not take into ac-
count the time restrictions of a real inspection at factory. As a result of this, we
think surface grading is still an open research field. In this paper we present a
generic method suitable to be used in a wide range of random surfaces; ceramic
tiles, marble, granite, wood, textile stuff, etc. The approach uses fast and sim-
ple statistics of color, achieving good results with a representative data set of
ceramic tiles. Thus, the method is appropriate to be implemented on systems
with real time requirements, typical in these contexts.
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2 Lab Statistics

The presented method is simple, a set of statistical features describing color
properties are collected. The features are computed in a perceptually uniform
color space, the CIE Lab. These statistics form a feature vector used in the clas-
sification stage where the well known k-NN method [11] was chosen as classifier.

CIE Lab was designed to be perceptually uniform. The term ’perceptual’
is refered to the way that humans perceive colors, and ’uniform’ implies that
the perceptual difference between two coordinates (two colors) will be related to
a measure of distance, which commonly is the Euclidean distance. Thus, color
differences can be measured in a way close to the human perception of colors.

The images of the data set were acquired originally in RGB, then, conversion
to CIE Lab coordinates was needed. This conversion is made using the standard
RGB to CIE Lab transformation [12] as follows.

RGB to XYZ:⎡⎣XY
Z

⎤⎦ =

⎡⎣0.412453 0.357580 0.180423
0.212671 0.715160 0.072169
0.019334 0.119193 0.950227

⎤⎦⎡⎣RG
B

⎤⎦
XYZ to CIE Lab:

L = 116(Y/Yn)1/3 − 16
a = 500((X/Xn)1/3 − (Y/Yn)1/3)
b = 200((Y/Yn)1/3 − (Z/Zn)1/3)

Xn, Yn, and Zn are the values of X , Y and Z for the illuminant (reference
white point). We followed the ITU-R Recommendation BT.709, and used the
illuminant D65, where [Xn Yn Zn] = [0.95045 1 1.088754].

We proposed several statistical features for describing surface appearance.
For each channel we chose the mean, the standard deviation σ(z) and the average
deviation ADev(z).

σ(z) =

√∑
L

i=1
(zi−m)

L−1 ADev(z) = 1
L

∑L
i=1 |zi −m|

where z is the random variable, L size of the data set and m the mean value
of z values.

Also, by computing the histogram of each channel, we are able to calculate
histogram moments. We defined two blocks of histogram moments; one from 2nd
to 5th and the other from 6th to 10th. The nth moment of z about the mean is
defined as

μn(z) =
L∑

i=1

(zi −m)np(zi)

where z is the random variable, p(zi), i = 1, 2, ... , L the histogram, L the
number of distinct variable values and m the mean value of z.
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3 Literature Methods

For comparison purposes we selected two methods from literature: color his-
tograms [1] and Centile-LBP [8]. They are similar to ours, both are generic
solutions with low computational costs. Color histograms are 3D histograms
(one axis per space channel) which are compared using dissimilarity measures.
In [1] they used the chi square test and the linear correlation coefficient.

χ2 =
∑

i
(Ri−Si)

2

Ri+Si
r =

∑
i
(xi−x̄)(yi−ȳ)√∑

i
(xi−x̄)

√∑
i
(yi−ȳ)

When comparing two binned data sets with the same number of data points
the chi square statistic (χ2) is defined as above, where Ri is the number of
events in bin i for the first data set, and Si is the number of events in the same
bin for the second data set. The linear correlation coefficient (r) measures the
association between random variables for pairs of quantities (xi,yi), i = 1,...,N.
The mean of the xi values is x̄ and ȳ is the mean of the yi values.

The Centiles, are calculated from a cumulative histogram Ck(x), which is
defined as a sum of all the values that are smaller than x or equal to x in the nor-
malized histogram Pk(x), corresponding to the color channel k. Finding a value
for a percentile is finding the x when Ck(x) is known, thus, requiring an inverse
function of Ck(x). Let Fk(y) be the percentile feature, then Fk(y) = C−1

k (y) = x,
where y is a value of the cumulative histogram in the range [0%,100%].

The Local Binary Pattern (LBP) is a texture operator where the original
3x3 neighborhood is thresholded by the value of the center pixel (figure 1b).
The values of the pixels in the thresholded neighbourhood are multiplied by the
weights given to the corresponding pixels (figure 1c). Finally, the values of the
eight pixels are summed to obtain the number of this texture unit. Using LBP
there are 28 possible combinations of texture numbers, then a histogram collects
the LBP texture description of an image.
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LBP=1+2+8+32+128=171
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Fig. 1. Computation of local binary pattern (LBP).

In [8] Centile and LBP features were combined in one measure of distance
and then used the k-NN classifier. For Centile features they used the Euclidean
distance in the feature space. For LBP they used a log-likelihood measure:
L(S,R) = −

∑N−1
n=0 SnlnRn, where N is the number of bins. Sn and Rn are

the sample and reference probabilities of bin n. The distances were joined by
simply adding them. Previously both distances were normalized using the min
and max values of all the distances found in the training set.



670 Fernando López et al.

4 Experiments and Results

All the experiments were carried out using the same data set. The ground truth
was formed by the digital RGB images of 492 tiles acquired from eight different
models, each one with three different surface classes given by specialized graders
at factory. For each model there were two close classes and one class far to them.

Models were chosen representing the extensive variety that factories can pro-
duce, a catalogue of 700 models is common. But, in spite of this great number of
models, all of them imitate one of the following mineral textures; marble, granite
or stone. Fixed pattern models are a subset of random pattern models.

Table 2. Ground truth of ceramic tiles.

classes tiles/class size (cm) pattern aspect

Agata 13, 37, 38 16 33x33 fixed marble
Berlin 2, 3, 11 24 16x16 random granite
Firenze 9, 14, 16 20 20x25 random stone
Lima 1, 4, 17 24 16x16 random granite
Oslo 2, 3, 7 24 16x16 random granite
Toscana 13, 18, 19 16 33x33 random stone
Vega 30, 31, 37 20 20x25 fixed marble
Venice 12, 17, 18 20 20x25 random marble

Digital images of tiles were acquired using an illumination system spatially
and temporally uniform. Spatial and temporal uniformity is important in surface
grading [1,4,6] because variations on illumination can produce different shades
for the same surface and then misclassifications. The illumination system was
formed by two special high frequency fluorescent lamps with uniform illumi-
nance along its length. For overcoming variations along time, the power supply
is automatically regulated by a photoresistor located near fluorescents.

Two sets of experiments were made to demonstrate the feasibility of Lab
statistics for solving the problem of surface grading. Firstly, experiments of
statistics where carried out for the CIE Lab and RGB spaces. Classification
was made using the half of the samples as training set and the remaining half as
test set. Values of 1, 3, 5 and 7 were used for the k factor of the k-NN classifier.

The performance results of several statistics sets are shown in table 3. The
error rates were computed as the average error ratios achieved over all models.
More combinations of statistics were tested, but only the most prominent are
presented. The last two columns corresponds to the averaged error rate and the
95% confidence intervals [11] respectively. The table is divided in two blocks, the
first one corresponds with CIE Lab experiments. Here, the majority of sets have
confidence intervals under the maximum error rate of 5% which is the factory
requirement of performance. The best choice was to use the mean color plus the
standard deviation. Histogram moments did not introduce any improvement.
The second block collects the results of RGB which presents significant less
discriminative power than CIE Lab.
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Table 3. Accuracy results of statistics sets in CIE Lab and RGB spaces.

mean stddev avedev 2-5th ms 6-10th ms lab rgb error % 95% c.i

x x 13.2 [10.3, 16.4]
x x x 1.2 [0.33, 2.3]
x x x 3.0 [1.6, 4.7]
x x x x 3.2 [1.7, 4.9]
x x x x x 3.3 [1.9, 5.2]

x x 13.4 [10.4, 16.6]
x x x 7.9 [5.7, 10.6]
x x x 7.3 [5.1, 9.9]
x x x x 5.9 [4.0, 8.3]
x x x x x 6.7 [4.6, 9.2]

Table 4. Accuracy results of Color Histograms and Centile-LBP.

Chi Corr Log Lab RGB error % 95% c.i

Color Histograms x x 9.7 [7.2, 12.6]
Color Histograms x x 11.5 [8.8, 14.6]
Color Histograms x x 11.1 [8.5, 14.2]
Color Histograms x x 12.4 [9.5, 15.5]

Centile-LBP x x 5.6 [3.6, 7.8]
Centile-LBP x x 5.1 [3.3, 7.4]
Centile-LBP x x 8.7 [6.4, 11.5]
Centile-LBP x x 5.3 [3.5, 7.6]
Centile-LBP x x 4.6 [2.8, 6.6]
Centile-LBP x x 6.7 [4.6, 9.2]

In second place, experiments for color histograms and Centile-LBP were car-
ried out. Once again, classification was made using the half of the samples for
training and the remaining half for testing. In Centile-LBP experiments the
original log-likelihood formula, the chi square test and the linear correlation
coefficient were used for measuring histograms differences.

The results of table 4 show that Centile-LBP achieves the best error rates
when using RGB, but none of both methods achieves factory compliance because
all of their confidence intervals surpass the max error rate of 5% required at
factory. Comparing with table 3, Lab Statistics presents significant improvement
in performance an also is the only method with confidence intervals complying
the max factory error.

Figure 2 shows the best performance response of each method itemized by
models. Color histograms and Centile-LBP approaches, contrasted with Lab
Statistics, present greater irregularity and more models are over the factory
max error.

Finally, we measured the timing costs of the methods using a common PC (see
figure 3). All the approaches have a theoretical computational cost of Θ(n)+C,
where n is the image size and C is a constant which varies depending on the
approach. Lab statistics and color histograms were penalized because they need
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the conversion from RGB to CIE Lab. But, if we take away the RGB to CIE
Lab conversion then Lab statistics achieves the best timing response.

5 Conclusions and Further Work

A fast method for the application of surface grading has been presented. The
method uses simple statistics computed in a perceptually uniform color space,
the CIE Lab. This approach performs well discriminating correctly surface grades
among several types of surfaces representing a common catalogue of ceramic tiles.
The benefit of using CIE Lab is demonstrated comparing with RGB results.
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Other two methods coming from the literature were implemented and tested
for comparison purposes. From the point of view of performance, color his-
tograms achieved the worse results while Centile-LBP had intermediate results.
The best accuracy response corresponded to Lab statistics, which also was the
only method achieving factory compliance in performance with confidence inter-
vals under the max error limit. From the point of view of timing costs, Centile-
LBP had the best response, but Lab statistics was not too far away and timing
can be easily improved transferring the RGB to CIE Lab conversion to hardware
or using parallel processing systems.

Further work will extend the image database with more models and samples.
Also, a deep study of real time compliance will be made simulating factory load
and using parallel processing systems based on cluster and MPI technology.

References

1. C. Boukouvalas et al. Color grading of randomly textured ceramic tiles using color
histograms. IEEE Trans. Industrial Electronics. 46(1):219–226, 1999.

2. C. Boukouvalas and M. Petrou. Perceptual correction for colour grading using
sensor transformations and metameric Data. Machine Vision and Applications,
11:96-104, 1998.

3. C. Boukouvalas and M. Petrou. Perceptual correction for colour grading of random
textures. Machine Vision and Appl., 12:129-136, 2000.

4. R. Baldrich, M. Vanrell and J. J. Villanueva. Texture-color features for tile classi-
fication. EUROPTO/SPIE Conf. on Color and Polarisation Techniques in Indust.
Inspection, Germany, 1999.

5. F. Lumbreras et al. Color texture recognition through multiresolution features. Int.
Conf. on Quality Control by Artificial Vision. 1:114–121, France, 2001.
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Abstract. The use of image analysis for the aesthetical characterisation of stone 
slab surfaces has been studied during last ten years and has proved efficiency 
for an industrial and commercial application. This work aims to identify opera-
tional parameters specifically conceived for the classification of marble tiles. In 
this specific case the meaningful aesthetical properties are mainly linked to the 
anisotropy of the RGB intensities and, specifically, to the “veins”. Starting from 
the classical geostatistical and morphological modelling (variograms, granu-
lometries, etc.), specific operational parameters have been obtained for a 
quantitative measurement of veins density, colour, and geometrical features 
(width, shape, continuity, etc.). The actual methodology defines commercial 
categories on the base of a self-appraisal process, which identifies intervals of 
several parameters. The current procedure is too rigid and doesn’t allow 
choosing in an intuitive way the discriminating properties. The proposed 
approach identifies understandable characteristics (vein features), and proposes 
quantitative indexes which actually satisfy the commercial classification of 
marbles. 

1   Introduction 

The economic value of the ornamental stones is strongly linked to their aesthetical 
properties. This work presents one of the possible methodologies which is able to 
characterise objectively the visual pattern of polished stone tiles and, more specifi-
cally, of the veined marbles. We will intend “veined” a stone which presents a high 
anisotropy of the spatial variability of visual properties. The quantitative characterisa-
tion of marble aesthetical features requires the application of specific instruments, 
different from the classical characterisation of images. 

The presented methodologies are taken from the geostatistics and the mathematical 
morphology: specifically variogram and granulometry. 

2   Overview of the Variograms and Granulometries Potentialities 

We present now two methodologies that have the capacity to recognise and to meas-
ure the specific anisotropy of a tile’s image. To study the efficiency of these new 
instruments let us introduce simulated images which are a simplification of the real-
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ity. We resume the tile texture by an indicator variable, a homogeneous background 
with a “caricatured” vein. From the real image, we can obtain similar biphasic images 
by segmentation. 

 

   
(a) White vein (level = 255) , 50 
pixels width on a homogeneous 
grey (64) background in a 
central position. 

(b) White vein (level = 255), 25 
pixels width on a homogeneous 
grey (64) background in a 
central position. 

(c) White vein (level = 255), 50 
pixels width on a homogeneous 
grey (64) background in a near 
border position. 

   

   

Fig. 1. Three examples of granulometries and variograms on synthetic images representing a 
simplified vein on a homogeneous background. These curves show what the granulometry and 
variogram can characterize in a veined tile image. 

2.1   Asymmetric Granulometry  

The function used for the granulometric curves is obtained applying iterative morpho-
logical openings. The based structuring element is an oriented line segment (3*1 
pixel) with its origin at the centre. The opening is composed first by erosion and suc-
cessively by dilation; thus the granulometry is useful for the characterization of bright 
veins on dark background (Fig. 1). 

The asymmetric granulometry gives the following information (Fig. 1): 
• the vein direction is given by the curve corresponding to the conservation after the 

successive openings of the original image, consequently where the granulometric 
curve equals to 1; 

• the vein width is given by the smallest dimension (divided by 2) of the structuring 
element (x–axis) corresponding to the curve gap; 

• the proportion of the veins on the image is given by the gap height (y-axis). 
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We should notice these results are independent of the vein position in the image 
field (except in the case the image border is included in the vein). 

These measurements are always valid in the case of more veins on the image. 
From the values of the x-axis we can get the veins widths and, by intersecting the 
corresponding values of the gap proportion on the y-axis, we can get the veins num-
ber. 

2.2   Variogram 

We can consider the image pixels intensity as a realisation of a random function that 
the traditional geostatistics deal with. 

If the variograms obtained are different in the various directions, we are in pres-
ence of anisotropy. The experimental variograms presented in the Fig. 2(a) are ob-
tained in case of the perfect vein like the previous example but infinite. This behav-
iour corresponds to a zonal anisotropy, characterised by a sill equals to 0 in the 
direction of anisotropy. 

The fact that we have to deal with a limited field (the image) produces a deviation 
respect to the ideal case, as we can notice in the Fig. 2(b).  

 

 
 

(a) Variogram processed in an infinite field. (b) Variogram in a limited field (the image).  

Fig. 2. Expected variograms in function of the investigation field used to process it. 

Referring to the Fig. 1, variograms give us more information respect to the granu-
lometry. For example we can individuate the vein direction, that one with the 
variogram equals to 0. 

The variogram is sensitive to the limited dimension of the image and to the posi-
tion of the veins on it: the information we can get are concerning all the sides of the 
investigation field, not only the bright vein we want to characterise, but also the dark 
bands defined between it and the border.  

It is possible to notice that the curve presents a change of slope or reaches a maxi-
mum or minimum point in correspondence, on the x-axis, of the widths of each band 
presented by the image. We can say that the significant point relative to the bright 
veins (giving, on the x-axis, the useful width) is the closest on the y-axis to the vari-
ance value, equal to 1 for a normalised variogram.  

The reading of the variograms becomes more difficult at the increasing of veins 
number: all the changes of the intensity value in each direction are represented by a 
significant point on the curves. 
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Fig. 3. Application of granulometry and variogram to the real tile image and to a segmentation 
of it. 

2.3   Analysis of Results 

In conclusion we can observe that the variograms give potentially more information 
than a first direct application of the asymmetric granulometry, but for this reason their 
application is very complicated. 

The proposed tools consent to describe the veins on the images and to individuate 
their: direction, dimensions, percent on the total (and consequently number), position, 
complexity (linked to the gaps transformation in more or less complex continuity). 

As we pointed out in the previous paragraph, the application of the two instru-
ments for a univocal interpretation of the results can be very difficult because of the 
intersection of the several information. Fig. 3 shows an example of the behaviours of 
variograms and asymmetric granulometries in the case of a real tile image and of a 
segmented (binary) one. 

The integrated use of the two instruments can be useful for resolving the complex-
ity of reality.  
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3   Measurements Indexes 

We propose some new parameters that link the advantage of a major strength of use 
to the possibility of supplying quantitative immediate valuation of aesthetical proper-
ties of tiles images. 

To obtain the description of a marble sample, we can proceed step by step reduc-
ing the variability field of the material.  

First we consider instruments by which it is possible to detect the presence or the 
absence of veins on the tile. The determining parameter to recognise a vein is essen-
tially the colour; if this last one is uniform, so that there are not bands, but isotropic 
grains or spots, we can borrow the typical instruments used for the granites charac-
terisation, as the segmentation. 

If a given sample presents veined structures, as most of many marbles, the use of 
another specific instrument becomes necessary to distinguish the "not streaked" tiles, 
with a background easily recognisable, from the "streaked" tiles, for which there is a 
difficult interpretation of veins variability and background identification is not easy to 
obtain. 

We proceed then in parallel to the identification of the methodologies allowing to 
read, veins characteristics for both aforesaid classes (streaked and not). More specifi-
cally, the following properties are required: 
• dimensional (thickness and distribution), 
• chromatic (colour passages vein - vein or vein - background),  
• morphologic (edges and curving). 

Finally, two diversified tools are necessary for the measurement of the chromatic 
properties in case of streaked or non-streaked tiles. Moreover, indexes are introduced 
which don’t request a segmentation process. In this work we present two examples of 
quantitative parameters useful for describing the anisotropy degree and the dimen-
sional characteristics of the veins.  

3.1   Vein Index 

We consider “veined” a material that presents a significant degree of aesthetical ani-
sotropy. 

From the granulometric curves, whose effectiveness in the anisotropies measure-
ments has been widely demonstrated, it is possible to determine some methods that 
give a quantitative measure of the anisotropy. The results are necessarily influenced 
by the chromatic contrast of the given material: the granulometry is a ratio between 
volumes, so that the anisotropy of the tiles, with veins strongly contrasted on the 
background, is easily recognisable. This behaviour, external from the objective of an 
anisotropy measure, reflects in some way the qualitative perception of the human eye: 
any material is more easily distinguished as “veined” if its veins are well recognisable 
rather than in the case of veins less contrasted with the background. 

Among the several possibilities offered by the granulometric diagram to obtain an 
anisotropy measurement, we consider the difference between the more differentiated 
directional curves (Fig. 4). 
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Beola Bianca Beola Ghiandonata Granito 

 Bianco Baveno 
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Crevola Classico 
Marmo 

Crevola Bluette 
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 Tresholding of  M. 

Crevola Classico 
Pois Sinusoidal 

Fig. 4. Application of the vein index on natural and synthetic images. 

The effect of the chromatic contrast is obvious in the shape of Marmo Crevola 
Oniciato and Marmo Crevola Classico Tresholded curves. The Granito Bianco 
Baveno presents a decreasing curve in the final part, which reflects the general isot-
ropy of the material. The influence of the dimensions of the anisotropic elements in 
the determination of the index can be noticed: the Marmo Crevola Bluette is charac-
terised by the presence of wide veins and lightly contrasted with the background. Its 
curve obtained by the chosen structural element (Fig. 4), till to the approximated 
dimension of 75 pixels, correspondent to the medium thickness of its bands, presents 
a behaviour more isotropic than the Granito Bianco Baveno, a typically isotropic 
material. 

Table 1. Vein index classification corresponding to the images showed in the Fig. 4. 

Image Name  Vein index Image Name Vein index 
Uniform Grey 0 Marmo Crevola Bluette 0,0370 
Pois 0 Beola Ghiandonata 0,0525 
Sinusoidal 0 Marmo Crevola Classico 0,0694 
Granito Bianco Baveno 0,0136 Marmo Crevola Oniciato 0,3494 
Beola Bianca 0,024   

 
With the aim of getting for each image a unique value of reference and comparable 

among different materials, we choose as index the value supplied from the diagrams 
in correspondence of the abscissas of 125 pixels. Such threshold seems meaningful 
because for superior dimensions of the structuring element the curves present a pla-
teau. 

In the Table 1 are reported the values of the anisotropy index for the materials pre-
sented in Fig. 4. We have an anisotropy grading for the reported images. The results 
are quite interesting, because an anisotropy sill can be fixed, for instance equals to 
0,03, and a classification of the images in two categories is obtained: the isotropic 
materials have an index smaller than 0,03, and the anisotropic ones higher. All the 
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materials belonging to the second class present anisotropic structures, more or less 
thick and more or less contrasted with the background, and where other class distinc-
tions can be done using these measurements.  

An analogous vein index can be obtained taking advantage from the variograms 
curves; it is possible, for example, to analyse the ratio between the variogram values 
in the directions orthogonal and parallel to the actual veins. 

Referring to the Fig. 5, we can observe that the presence of an anisotropy degree is 
associated to a lowering of the ratio curves. Uniform or isotropic materials, like for 
example the second tile of Marmo Crevola Bluette, present curves that remain con-
stant on a value near 1.  

A “U-shaped” behaviour, like for some tiles of Marmo Crevola Classico of the 
curves is linked to the presence of a geometrical anisotropy, so that it can be related 
to a complex structure of the investigated veins. 

As we do for the granulometric index, we can empirically fix a limit value for dis-
tinguish veined and not veined samples: a tile that presents a curve becoming stable 
for a variograms ratio superior to 0,6 is completely isotropic. 

 

    
CC15 CC19 CC25 CC14 

    
CB CB1 CB2 CB3 

  

Fig. 5. Vein index processed by the variogram tool. 

3.2   Dimensional Index 

Using again the curves obtained by the application of asymmetric granulometry, we 
propose a numerical index that relates the veins dimension and the percent of the 
veins of a given dimension on the total tile image.  
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Let us consider “vein” any anisotropic structure, more or less continue, whose 
thickness does not exceed the dimensions of 200 pixels. 

In Fig. 6 the requested steps to build the dimensional index are explained: the 
granulometric curve in direction perpendicular to the veins, that is the lower on the 
diagram, is considered; its value corresponding to the dimension of 200 pixels (i.e. to 
a structuring element dimension of 100 pixel) individuates the passed granulometric 
ratio; the dimension halving the “passing” ratio, identifies the median width of the 
vein. 

 

  

Fig. 6. Procedure to extract the dimension 
index on a granulometric curve. 

Fig. 7. Scatter plot between Vein dimension and
vein index for two marbles presenting different
kind of veins. 

Referring to the Fig. 7 we can deduce some important information. A lengthened 
distribution of the points representing the samples of each material in horizontal or 
vertical direction on the diagram describes different veining characteristics, alterna-
tively: 

 

• a variable number of veins of similar dimension; 
• a constant percent of differently dimensioned veins. 
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Abstract. This article presents the results of an unsupervised segmen-
tation algorithm in multispectral images. The algorithm uses a minimiza-
tion function which takes into account each band intensity information
together with global edge criterion. Due to the unsupervised nature of
the procedure, it can adapt itself to the huge variability of intensities
and shapes of the image regions. Results shows the effectiveness of the
method in multispectral fruit inspection applications and in remote sens-
ing tasks.

1 Introduction

The main motivation of the developed work has been to obtain a method able
to segment images of fruits for their quality classification in visual inspection
processes using multispectral information. Particularly, this application problem
implies the following requirements:

1. The method has to be able to segment multispectral images obtained from
several wavelength ranges.

2. An unsupervised method would be needed due to manifold variables which
can arise in fruit images. Thus, any prior knowledge should be avoided for
the segmentation procedure.

3. The segmentation method has to be mainly based on multispectral intensity
and edge criteria, in order to define the segmented region boundaries as
accurately as possible.

The traditional effectiveness of a multiresolution Quadtree (QT) structure is
combined with the multispectral intensity and edge information in a hierarchical
representation. This leads us to an efficient strategy to solve the problem.

The method we are presenting starts from [4] as a natural development to
multispectral images. Although this algorithm has achieved good results, it is
quite obvious that multispectral images may offer us a lot of new and useful
information. More concretely, in fruit inspection tasks we realize that there exist
defects that can only be detected in certain bands of the spectrum and most of
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CICYT and IST-2001-37306 from the European Union
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the defects have a specific range of bands where they can be better discriminated.
Therefore, fruit inspection by means of multispectral images acquires a high
importance when we want to increase the classification quality and to obtain
more accurate results in our application.

Multispectral images involve larger amount of information, noise, etc., so a
preprocessing step has been included in order to improve the final results and
accelerate the whole process:
1. On the one hand, we use an invariant representations of the input values to

obtain multispectral images independent from some lighting and geometri-
cal conditions [5]. These representations are very useful in those tasks that
require invariance to shadows, orientation, reflections, etc.

2. On the other hand, we accelerate the whole process by means of the band
selection proposed in [7]. Together with this acceleration, we have been able
to keep the quality of the segmentation results just like if no band selection
would have been applied.

The main contribution of the presented work is the proposed multispectral
energy function that efficiently combines intra-region features with border infor-
mation. The proposed framework yields satisfactory results, particularly in fruit
inspection tasks.

2 Variational Image Segmentation

Variational methods for image segmentation develop algorithms and their math-
ematical analysis to minimize the segmentation energy E represented by a real
value. The segmentation energy measures how smooth the regions are, the sim-
ilarity between the segmented image and the original one and the similarity
between the obtained edges and the discontinuities of the original image.

The Mumford-Shah model [6] has been regarded as a general model within
variational segmentation methods. According to Mumford-Shah’s conjecture, the
minimal segmentation exists but it is not unique; for each image a set of min-
imal segmentations exists. This model looks for a piecewise smoothed image u
with a set of discontinuities, edges of the original image g by means of mini-
mizing the segmentation energy in the following equation, where K is the set of
discontinuities in the image domain Ω representing the edges of g:

E(u,K) =
∫

Ω
K

(|∇u(x)|2 + (u− g)2)dx+ length(K) (1)

Since Mumford-Shah’s work, several approaches appeared that suggested
modifications to the original scheme. Recent works change equation (1) in order
to improve the results. In this sense, the boundary function, which is binary in
the Mumford and Shah’s formulation, was changed by a continuous one which
obtains a clearly defined boundary in [2]. Furthermore, in [1] the authors analyze
some possible generalizations of the Mumford-Shah functional for color images.
They suggest that these changes accentuate different features in edge detection
and restoration.
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In general, formulating variational methods have several advantages:

1. A variational approach returns explicitly a measure of the quality of the
segmentation. Therefore, on the one hand we are able to know how good the
segmentation is, on the other we may use it as a quantitative criterion to
measure the segmentation quality.

2. Many segmentation techniques can be formulated as a variational method.
3. Finally, a variational approach provides a way to implement non-supervised

processes by looking for a minimum in the segmentation energy.

3 Energy Minimization
of the Quadtree Image Representation

In this work, a function to minimize the segmentation energy is proposed. With
this assumption, it is important to point out that we cannot guarantee to find a
global minimum but, the experimental results obtained show that the solutions
are very satisfactory. In addition, we use a statistically robust functional that
takes into account any resolution or scale change producing the same segmenta-
tion results in each case.

Let u be a smoothed image and a set of discontinuities of the original image
g, let Ri be a set, with 0 < i ≤ ‖Ω‖ and Ri ⊆ Ω. Ri is a family of r regions in Ω
such that

⋃r
i=1 Ri = Ω and Ri

⋂
Rj = ∅ for i �= j. Let Bi represent the border

of region Ri, that is, R′
i = Ri − Bi is the inner part of region Ri. Finally, let γ

be certain very small value that avoids dividing by zero.
Thus, ∀x ∈ Ri let us consider the function Ei(Ri, Bi):

Ei(Ri, Bi) =
∫

Ri

(|u(x)−mi|) dx+

∫
R′

i
|∇g(x)|∫

Bi
|∇g(x)|+ γ

dx (2)

In the image u with N bands, u(x) = (u1(x), ..., uN (x)) represents the inten-
sity values in each band uj(x) of an Ri element x, and mi is a central measure
for the intensity value of Ri. The final segmentation energy is expressed as
E(Ω) =

∑
i Ei(Ri, Bi) + ‖Ω‖.

The QT structure allows us to divide an image within a complete multireso-
lution tree representation including neighboring information. This spatial infor-
mation can be further used by a clustering strategy which groups the QT leaves
using the intensity values in each band and the edge information.

Let us see the following discrete version of (2) with the same nomenclature,

Ei(g) = k ·Hi + (1 − k) ·Gi + λ · length(Ω) (3)

that returns the energy at each region. Hi and Gi are terms as follows:

Hi =

∑
Ri

D(u(x),mi)
σimage

Gi =

∑
Ri−Bi

|∇g(x)|∑
Bi
|∇g(x)| + γ

(4)

Specifically, in the QT representation, Ri is the set of leaves of the QT
belonging to region i and Bi represents the boundary leaves in Ri, 0 < i ≤ r,
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with r being the number of regions at each iteration. The function D calculates
a distance between two intensity sets of pixels (Euclidean, Manhattan, etc.).
The value |∇g(x)| returns the gradient magnitude at the pixel x. Note that the
parameter 0 < k < 1 allows to define the weight between the color and boundary
information and λ allows the method to give more or less importance to the
number of regions. Finally, the value σimage, which is the sum of the standard
deviations of each plane in the image, contributes to normalize the first term
and makes the function statistically robust. Thus, in the energy functional (3)
we can distinguish three components:

1. The first one takes into account the homogeneity of each region by means
of a distance from each pixel to a central measure of the region it belongs
(usually the median). So, the smaller this result, the more homogeneous the
cluster is. This component represents our specific constraint to each region
with the intensity information in each spectral band.

2. The second component promotes that the gradient magnitude will be low
in the inner leaves and high in the boundary ones, that is, promotes regions
with no edges inside. In this sense, gradient information is used by means of
a boundary map which is made from the maximum gradient value found in
each band.

3. The third term helps the function to punish a large number of regions and
it is frequently used in variational image segmentation as in [2][1].

It is important to point out that the energy functional (3) has been designed
in order to achieve a statistically robust behavior, being invariant to scale or/and
intensity changes.

4 The Algorithm

4.1 The Preprocessing Step

1. The collection of multispectral images were obtained by an imaging spec-
trograph (RetigaEx, Opto-knowledged Systems Inc., Canada). The spectral
range extended from 400 to 720 nm in the visible, with a spectral resolution
of 10 nm, obtaining a set of 33 spectral bands for each image.

2. Multispectral applications with a limited time to finish usually have to deal
with the band selection problem in order to characterize the problem without
loss of accuracy. In this sense, considering that multispectral images contain
information represented by means of a set of two dimensional signals, in
[7], it is proposed a band selection from the point of view of information
theory measures. So, dealing with the relationships among the set of bands
representing the multispectral image, the optimal subset of spectral image
bands can be obtained.
Using a database of oranges, in [7] is shown that a 97.4% of classification
performance is achieved with 6 bands, whereas using th 33 bands they man-
age a 98.5% in their unsupervised classification approach. We use the same
database and select the same 6 resulting bands as in [7].
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3. In [5], authors presented a set of illumination invariants to work with multi-
spectral images. The results obtained showed the good performance of those
invariants in order to avoid changes in the illumination intensity, highlights
and object geometry. Thus, after the band selection, we apply the transfor-
mation:

Cnew
n =

Cn −min(C1, . . . , CN )∑
j(Cj −min(C1, . . . , CN ))

(5)

to obtain an invariant representation where Ci is the pixel value in band i
and 1 ≤ i ≤ N .

4.2 The Segmentation Process

The QT structure allows us to divide an image within a complete multiresolution
tree representation including neighboring information. This spatial information
can be further used by a clustering strategy which joins the QT leaves using
intensity and edge information. The multiresolution process allows us to analyze
the image with a coarse-to-fine sequence described as follows:

1. We construct a hierarchical structure level by level. It is important to clarify
that, talking about a QT , the meaning of level is a set of leaves with the same
size. Thus, the first level will be the first four children leaves that descend
from the whole image and so on. Therefore, while the previous named QT
is created, each level is revised by the functional (3) in order to revise the
clustering at that resolution. Each cluster created in any level will be taken
into account in the next levels. Finally, when we finish the QT construction,
the salient regions have been detected in a coarse way.

2. Focusing the attention on the salient regions (the coarse ones that have
been labeled), they will be taken as the most significant groupings of the
image. So, we continue the process expanding each cluster by means of a
region growing method where each cluster applies the functional (3) to its
neighboring regions. This second step will take care of shaping the edges of
each region by intensity and edge criteria.

Note that we use the functional (3) described in Sect. 3 in both of the previ-
ous steps but, whereas in the first one this application is guided by a hierarchical
structure in order to develop each resolution level, in the second one the appli-
cation of the functional follows a region growing strategy to achieve the final
regions in a more accurate way.

Before summarizing the segmentation process, it is important to point out
what are the main ideas the proposed method is based on:

1. We look for different features provided by the invariants in a first step. In
addition, we accelerate the process by selecting an optimal set of spectral
bands without loss of quality.

2. To guide the segmentation process, the following questions have to be solved:
(a) the way to continue the segmentation process.
(b) how long the process have to continue.
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The first question is solved by means of a multiresolution analysis of the
image with a QT structure. Multiresolution is able to decompose the image
in several resolution levels developing a coarse-to-fine process from the salient
regions to the final shapes of each region. On the other hand, the question
(b) will be determined by the functional (3) described in Sect. 3. It will be
minimized in a progressive way until the functional energy stops decreasing.

The whole segmentation process is summarized in the following iterative
algorithm where each cluster is compared to all its neighboring clusters and it
will be merged when the segmentation criterion is satisfied (see Sect.3).

1. Apply the band selection (6 from 33) and change the representation to the
one described in [5].

2. Make the boundary map as an edge information reference.
3. Construct an oversegmented representation of the image, that is, expand the

QT until every square region have all pixels with the same intensity. After
this, create an ordered list according to region sizes.

4. The algorithm computes the functional (3) for each region and its neigh-
bor regions in an iterative sequence that may be seen as a coarse-to-fine
segmentation process.

5. If the whole image energy has decreased, reorder the list of regions by size
and repeat the previous step. Arranging regions according to their size gives
more importance to bigger regions and represents a spatial constraint that
facilitates merging small regions with big ones.

6. Ignore very small regions (not identifiable with any defect) and merge them
to their most similar neighbors.

This clustering process stops when no other merging can be performed with-
out increasing the energy of the segmentation.

5 Results

Fruit image segmentation is used as input in a further process to characterize
and classify the fruit surface. These visual inspection applications identify and
detect different types of defects and parts of the fruit.

Fig.1 and Fig.2 show examples of oranges with two different types of defects
on their surface, overripe defect and scratch defect respectively. In both images,
the first row shows some image bands. These bands are not the ones selected by
the band selection method, but they were chosen for illustration purposes.

Second row shows the edge results, where the darker the edge line is, the
greater difference between the spectral values of neighboring regions. The first
image on the left is the result after the segmentation algorithm is applied over all
33 bands. As we can see, this segmentation tends to finish with too many regions
due to illumination and geometrical factors. When the segmentation algorithm
is applied on the invariant representation (second images on the second rows) we
obtain satisfactory results. In the last two images where the band selection and
the invariant representation were used, the quality of the results increased, since
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Fig. 1. First row corresponds to the bands 0, 8, 16 and 32 of an orange with an overripe
defect in its surface (that is, 400, 480, 560 and 720 nm in the visible spectrum). Second
row shows, from left to right, results using 33 bands, illumination invariants, 6 bands
and illumination invariants and the final segmentation represented with random colors.

Fig. 2. As Fig.1, first row corresponds to the bands 0, 8, 16 and 32, but this orange
has a scratch defect in its surface. Second row shows the edge results and the final
segmentation in the same order as Fig.1.

the boundaries are more accurately defined and some new regions are discovered.
Moreover, note how the segmentation process adapts to the regions of each image
due to its unsupervised nature.

Thus, the segmentation obtained has found the different variations of the
stains on the orange surface and this will allow the extraction of region descrip-
tors for their classification in fruit quality assessment applications.

In order to show the performance of the presented method to other appli-
cation fields, Fig.3 shows a multispectral image from satellite and the results
obtained. This image has 220 bands and some of them are quite noisy (the
special features of this image are explained in [3]). As we can see, the final seg-
mentation has separated the brighter regions and the darker ones drawing the
boundaries quite accurately.
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Fig. 3. Satellite image results. From left to right, original image (band 120), results
using the band selection, results using the same selected bands and illumination invari-
ants and the final segmentation represented with random colors.

6 Conclusions

In this paper, we have presented a multispectral segmentation algorithm based
on a minimization function that uses the intensity and edge information. This
algorithm has been combined with a preprocessing step which improves and
accelerates the whole process. The results obtained show how the algorithm can
adapt to the different situations and variability of intensity regions, being able
to segment areas and locating the borders due to the use of gradient information
during the segmentation process. Thus, this unsupervised segmentation strategy
can locate different regions and find their contours satisfactorily.

Enclose to the minimization process we have developed a preprocessing step,
based on a band selection and illumination invariants for multispectral images,
which improves notably the accuracy of the results and a QT representation
that guides the minimization process and increases the efficiency by means of a
segmentation at different resolution levels.
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Abstract. Thresholding techniques are the simplest and most widely used 
methods to automatically segments images. These are used to segment images 
into several regions. This paper works over two sets of Iberian ham images: im-
ages taken by a digital camera (CCD) and Magnetic Resonance images (MRI), 
in order to establish a comparative for the performance on each kind of images. 
A methodology to determine the intramuscular fat (IMF) level of Iberian ham 
using computer vision techniques has been developed, as an attempt to find an 
alternative methodology to the traditional and destructive methods. The correla-
tion between the chemical data and the computer vision results have been estab-
lished in the paper. The main conclusions of the work are that better results 
have been obtained for MRI, which do not require preprocessing methods. So, 
the proposed approach to determine the IMF level could be considered as an al-
ternative to the traditional and destructive methods. 

1   Introduction 

In the last years, several Computer Vision techniques have been applied on images in 
the field of Food Technology, in an attempt to find alternatives to the traditional, and 
generally destructive, methodologies. 

Different studies have proved that juiciness and acceptance of the meat is mainly 
influenced by its fat content, either in calf [13], pig [2] or lamb [20] meat. This work 
is centered on Iberian pig. Its meat is mainly used to produce dry-cured products, in 
particular, cured hams. The special features of the Iberian pig meat (high intramuscu-
lar fat content, fatty acid composition, antioxidative status...) together with the pro-
longed ripening process produce a dry-cured ham with a quite special flavor that 
makes it one of the most valuable meat products by his high quality. 

In relation with the fat content in  Iberian pig ham, chemical analysis is the most 
frequently used method to determine the intramuscular fat (IMF) level [1,17]. But, 
this technique is expensive, destructive and tedious.  
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In previous works Iberian ham images have been processed for different purposes 
[3, 4, 7, 8]. The feasibility of alternative techniques to determine IMF level using 
Computer Vision techniques has been studied in [7, 8, 14]. In [14] the IMF level was 
determined from images of Iberian raw meat of thigh muscles, which were cut in 
slices and digitized by a CCD camera. These digital images were segmented in two 
regions (fat and background) using a semiautomatic image analysis system in which 
fat regions were drawn on the image by a food technology expert. Although that 
technique is cheap and no-contaminant, such manual drawing can be tedious and 
subject to the expert objectivity. And what is more, although Computer Vision is 
essentially a non-destroying technique, ham pieces must be destroyed to obtain im-
ages with a CCD. So, a fully automatic image analysis would be very desirable and 
appreciated by the pork industries. 

Thresholding techniques are the simplest and most widely used methods to auto-
matically segment images [9]. They are based on the assumption that all pixels whose 
gray value lies within a certain range belong to one class. Thresholds for that range 
are automatically established from the image features. Nevertheless, such methods 
pay no attention to all the spatial information of the image and do not manage ac-
ceptably with noisy images, as it has been proved in a previous work [7]. 

In [8] some thresholding methods was proved to achieve automatic segmentation 
of ham images in two classes (fat and lean) in order to evaluate their IMF level. Con-
textual information of the images was incorporated to the proved methods by pre-
processing the original images with a rule-based spatial algorithm at different scales 
and then applying general thresholding techniques to the resultant images. More in-
tuitive pre-processing techniques like median filters and morphological operators 
were also been tested. 

In this paper the same work has made on a new set of images, now with MRI. In 
the Data set section two different kind of images are described. The correlation be-
tween the IMF physical results, chemically obtained, and the Computer Vision data 
have been calculated for the two sets of images. And in the Results section a com-
parison between the CCD images and the MRI correlations will be presented. Con-
cluding the practical validation of some of the studied techniques and the rejection of 
other methodologies, as well as the demonstration that MRI produces better results 
(better correlations) than CCD images. 

2   Data Set 

The presented research is based on two different sets of images: images obtained by a 
CCD camera, and MRI. On the one hand, the CCD database used in the experiment 
consists in 68 images taken from raw muscle slices of 34 Iberian pig. There are 34 
biceps femoris and 34 semimembranosus images. Slices are digitized at 0.2 mm spa-
tial resolution and 8 bits of depth. 

On the other hand, there is a second database of images, formed by MRI Iberian 
ham images. The images have been acquired using an MRI scanner facilitated by the 
"Infanta Cristina" Hospital in Badajoz (Spain). The MRI data set is obtained from 
sequences of T1 images with a FOV (field-of view) of 120x85 mm and a slice thick-
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ness of 2 mm, i.e. a voxel resolution of 0.23x0.20x2 mm. The total number of MRI 
used in this work is 36 for the biceps femoris, and 36 for the semimembranosus mus-
cle. So, the total number of images is 72 for this second database. 

Intramuscular fat contents were chemically analyzed for all the slices of the first 
database, and for the whole muscles in the second set of images. In the experiments, 
these chemical results were later compared with the Computer Vision outcomes. 
Considering the two sets of images, the total amount of images is 140. 

3   Methods 

The behavior of well-known standard thresholding techniques to evaluate fat content 
in commercial slices of dry-cured Iberian ham has been proved in our previous works 
[7,8]. Otsu [12], Pun [15], Tsai [21] and multi-level Otsu [16] produced rather low 
correlation with chemical analysis. But Kapur [11], Johansen & Bille [10] and Kittler 
[18] methods showed extremely poor correlation. 

All the referenced methods above automatically determine a threshold from the 
image gray level histogram by minimization, maximization or preservation of a crite-
rion function. Hence, Otsu and multi-level Otsu methods maximize criterion func-
tions; Kapur, Johannsen and Bille, Pun and Kittler methods are based on the minimi-
zation of functions which depend on a priori and a posteriori image entropy. Tsai 
method is based on moment’s preservation criteria before and after image segmenta-
tion.  

From all methods, except multi-level Otsu, a single threshold T is determined. It 
only allows us to classify pixels into two classes. Nevertheless, visual appearance of 
original images, from the viewpoint of optical density, seems to indicate that pixels 
could be macroscopically classified into three classes (lean, fat and intermediate, 
which basically is meat with a high content of water). From this fact, multi-level Otsu 
method is applied to obtain two thresholds T1 and T2 (T2>T1) and pixels higher than T2 
are classified as fat. 

3.1   Practical Application 

As it has been concluded above, a previous work has proved that multi-level Otsu 
method is the most suitable methodology to classify this kind of images into three 
categories. Consequently, this has been chosen as the method to be used in the practi-
cal application described in this section.  

An experiment has been designed and carried out, in which two different sets of 
images (CCD and MRI) have been processed with the same methods. CCD images 
contain spurious noise and fluctuations, which possibly implies a pre-processing 
stage. On the other hand, this previous stage could have adverse effects for the MRI, 
which have been obtained avoiding such noises and undesirable effects.  

In any case, for both sets of images, different types of preprocessing methods have 
been used, in an attempt to study their influences on these two heterogeneous groups 
of images. So, contextual or spatial image information has been incorporated to the 
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developed method pre-processing the original image before applying the multi-level 
Otsu method to the sample image, S. 

For the sake of notation, let the original image, f, be defined on the discrete set 
[ ] [ ]{ }M0,y , ∈∈= N,0x/y,xF  where NxM is the image size and f(x,y) is the gray-

level at position (x,y). 
Let [ ] [ ]{ }0y)f(x, ,y , ≠∈∈= M,0N,0x/)y,x(S , S⊂F, the subset of pixels repre-

senting the muscle slice. Then, IMF percentage is obtained dividing the number of fat 
pixels by the number of pixels in the sample image. 

 

       a) Original MRI of a ham            b) Final image, S, classified in three 
regions 

Fig. 1. Illustration of Iberian ham MRI. 

Three different types of preprocessing approaches have been used: median filters 
[9], which attenuate spurious noise in the original image, and opening morphological 
operators [19], for the sake of removing up features in the original image smaller than 
the kernel size, which could be associated with noise or artifacts. The rule-based 
algorithm works as follows: let μs be the mean gray value on sample image S, and μxy 
the average gray value of pixels in the image which fall into the kernel. The input 
image value at each position (x,y) remains unchanged when μxy>μs and is labeled as 
background (0 gray level) otherwise in the pre-processed image. The effects of apply-
ing this pre-processing are twofold but only with images taken by the CCD. First, 
spurious noise in sample images is partially removed, and second, pixels that clearly 
belong to lean are rejected in the subsequent processing. 

Finally a fourth experiment has been carried out without any preprocessing stage, 
to study the advisability of using a preprocessing stage. 

For all methods, scale information is added by processing sample images with dif-
ferent kernel sizes. Particularly, two quite different kernel sizes have been considered: 
3x3 and 7x7 pixels. 

Figure 1 contains an example of MRI. It shows the original MR image (a) and the 
final classification in three categories (b), using the proposed method (this last one 
represents the biceps femoris muscle). Figure 2 shows the differents experiments 
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carried out with each image. The thick arrow highlights the best obtained performace 
on the CCD dataset. 

 

 

Fig. 2. Schedule of experiments. 

4   Results and Discussion 

All methods have been proved on the two dataset of images. Tables 1 and 2 show the 
Pearson correlation of IMF content obtained by the automatic Computer Vision 
methods and the chemical analysis for biceps femoris and semimembranosus muscles, 
respectively. Pearson correlation value mathematically varies between –1 and 1, 
where a higher value indicates a better estimation of chemical IMF content of the 
muscles by the computational methods. 

Table 1. Pearson coefficient (R) for the Multi-level Otsu method to evaluate IMF content in the 
biceps femoris muscle, for CCD and MRI. 

Pre-processing technique Kernel size 
Multi-level Otsu 
method (CCD) 

Multi-level Otsu 
method (MRI) 

- - 0.23 0.50 
Median  
Filter 

3 
7 

0.27 
0.22 

0.56 
0.06 

Morhological  
Opening operator 

3 
7 

0.21 
0.10 

-0.53 
0.05 

Rule-based  
Algorithm 

3 
7 

0.35 
0.32 

-0.58 
-0.58 

 
According to the results shown in tables 1 and 2, it is significant that, for the ob-

tained results for the CCD images, the best scores are the values obtained using the 
rule-based algorithm. These CCD images are very noisy. Water content in the meat 
generates noise in the image during the acquisition procedure. An intuitive reasoning 
leads to think that pre-processing techniques, which attenuate spurious noise or re-

Median F. Morpholog. Open Rule-based Alg. 

Pun Multilevel Otsu Otsu Tsai 
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move small features, should improve global performance. In the experiments with the 
CCD images, only the rule-based algorithm improves performance, especially for the 
biceps muscle.  

Table 2. Pearson coefficient (R) for the Multi-level Otsu method to evaluate IMF content in the 
semimembranosus muscle, for CCD and MRI. 

Pre-processing technique Kernel size 
Multi-level Otsu 
method (CCD) 

Multi-level Otsu 
method (MRI) 

- - 0.00 0.63 
Median  
Filter 

3 
7 

-0.02 
-0.06 

0.60 
-0.50 

Morhological  
Opening operator 

3 
7 

-0.09 
-0.15 

-0.65 
-0.58 

Rule-based  
Algorithm 

3 
7 

0.08 
0.11 

-0.66 
-0.66 

 
On the other hand, the results obtained for the MRI could be considered as satis-

factory, according to the Colton’s classification for statistical correlation coefficients 
[5]. In this case, the best scores are obtained either without any preprocessing stage 
(0.50 for the biceps femoris and 0.63 for the semimembranosus muscle), or with  the 
median filter previous stage with 3x3 kernel (0.56  and 0.60 for the biceps femoris 
and semimembranosus muscle respectively). The MRI have been acquired using a 
high quality device, avoiding noise and other undesirable fluctuations. Any of the 
tested pre-processing methods deteriorate the results, except the median filter pre-
processing stage. Therefore, no previous stages are necessary with this type of im-
ages. There are significant differences between the two used kernel sizes, being better 
the 3x3 kernel, maybe due to the high resolution in MRI. 

Figure 3 shows the statistical correlation obtained between the four different Com-
puter Vision methods (multi-level Otsu method with the four preprocessing stages) 
and the chemical data, for the biceps femoris and semimembranosus muscle. These 
are the results obtained for MRI. In addition, a tendency line has been added in Fig-
ure 3, in order to show the predisposition of the data. 

Both chemical and Computer Vision results are certainly comparable for the 
method that preprocess images using the median filter, and for the method with no 
preprocessing stage. They appear as fill figures in the graphic, close to the tendency 
lines. The improvement is especially significant for the semimembranosus muscle. 
Possibly, this could be a consequence of the MRI uniformity. 

5   Conclusions 

A comparative study among several preprocessing methods in two different sets of 
images has been presented in this work. Images obtained by a digital camera, gener-
ally noisy, have been proved to need a preprocessing stage. On the other hand, the 
results have revealed that MRI do not require such preprocessing methodologies. The 
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consistent results obtained by the statistical correlation confirm the feasibility of us-
ing Computer Vision methods as an alternative to the traditional methods of deter-
mining the IMF level of Iberian ham, as the second contribution of the paper. 

 

Fig. 3. Pearson correlation coefficients (R) for MRI and 3x3 kernel. X-axis represents IMF 
level obtained by chemical methods. Y-axis represents the IMF percentage obtained by Com-
puter Vision methods. 
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Abstract. The analysis focus on dam breaks stems from their ability to
offer a simplified, yet effective workbench for debris flow waves, which in
turn are helpful in gaining a deeper understanding of the highly destruc-
tive debris flows. High-speed recordings of granular flows arising from
a dam-break-like event can be processed to extract useful information
about the flow dynamics.
Gradient-based optical-flow techniques cannot compute the correct ve-
locity field as they detect the flow induced by the boundary evolution.
Methods that are based on cross-correlation, such as particle imaging
velocimetry (PIV), are able to capture the micro-scale flow, but, as they
are designed for flows within fixed boundaries, they cannot deal directly
with dam-break-caused flows because such flows, by their own nature,
exhibit a fast moving boundary.
This paper presents a procedure that is able to compute the evolving
background and supply it to a PIV program as a masking region that
should be excluded from the computation of the flow velocity field. This
improvement leads to reliable results, while reusing existing software.
All the resulting quantities are being used to tune a mathematical model
describing the observed flows.

1 Introduction

The need to better understand debris flows comes from the high destructive
power that such flows have exhibited in many dreadful occasions: they can exert
great impulsive loads on objects they encounter and they are fluid enough to
travel long distances or to inundate vast areas. Even commonplace debris flows
can denude vegetation, clog drainage ways, damage structures, and endanger
humans [1].

In some real world cases debris flows can be triggered by phenomena that
are very close to a dam break. Water flows generated by a dam break have
� This work was partially granted by Italian Ministry of Instruction, University and
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been widely studied and mathematical models for water dam-break waves are
available on many textbooks [2]. Compared to water dam-break waves, debris
flow waves display a wider variability and, for their mathematical description,
they require models with much higher complexity. The set of equations explained
in the next section, together with a suitable rheological model, are routinely used
by scientists and engineers to describe granular fluid flows.

However, owing to this higher complexity, the values of the parameters used
by the models and the structure of models themselves play a critical role in mak-
ing the simulations exactly describe the real phenomena. This is why laboratory
experiments are used to reproduce partially simplified scenarios in order to mea-
sure key quantities that can be used as a means both to improve the models and
to validate them.

In the specific case of debris flows, as described in the next section, a number
of fundamental pieces of information can be gained by determining the velocity
vector field. The purpose of this paper is to show how the evolution of such field
can be computed from experimental data. The paper will proceed as follows:
after presenting the hydrodynamic motivation and our experimental set-up, the
outline of the procedure is described; then the determination of the masking
region is detailed together with its underlying image-analysis tools. The conclu-
sions and future work will close the paper.

2 Hydrodynamic Motivation

Very often a granular fluid is modelled as a continuum, for which the principle
of mass conservation leads to the so-called continuity equation:

dρ

dt
+ ρ∇·v (1)

where ρ is the fluid density (kg/m3) and v the velocity vector (m/s).
The density varies with time since the distance between the solids grains

varies while the material is flowing. To compute the temporal density variation
with equation (1), simultaneous measures of velocities are needed in a wide
portion of the fluid to estimate the divergence of the velocity vector v and then
the temporal variation of density. The knowledge of density with respect to time
is important for an evaluation of the mass rate flow, a quantity often employed
in industrial processes.

To test mathematical models of granular fluid flow, further information can
be obtained on the same ground. The whole strain rate tensor can be estimated
from the same measurements:

ε̇εε =
1
2
(
∇v −∇vt

)
(2)

This tensor is related to the stress tensor which, for a three dimensional flow,
is written as follows:

σσσ = pI− 2μ
(
ε̇εε− 1

3
Tr(ε̇εε)I

)
(3)



Automatic Mask Extraction for PIV-Based Dam-Break Analysis 707

where σσσ is the stress tensor (N/m2), p is the pressure (N/m2), I is the unit
tensor, ε̇εε is the strain rate tensor (s−1), and μ (Pa.s) is a dynamic viscosity
coefficient which, for granular fluids, is a function of the strain rate through a
rheological model. The velocity vector v and the stress tensor σσσ are related also
by the momentum equation:

dv
dt

+
1
ρ
∇·σσσ = g (4)

where g is the body force per unit mass vector (m/s2), which in many cases is
equal to the acceleration due to the gravitational field.

2.1 Experimental Set-Up

In the laboratory equipment that has been set up to study dam-break-arisen
debris flows, a rectangular flume is used with width b = 10cm and a smooth
plastic bed. Debris flows are triggered by the quick opening of a gate, allowing
the material accumulated on one side of the gate to free flow to the other side.
Several materials are used, from spherical glass beads to almost cylindrical plastic
PET grains, with almost constant grain sizes ranging from 1mm to 4mm and
grain densities from ρs = 1285kg/m3 (PET) to ρs = 2480kg/m3 (glass beads).
The gate acceleration was measured from video sequences. Usually the gate is
completely removed in a time interval of less than 0.1s, with an acceleration
ranging from 30 to 40m/s2.

In our case, each experiment is recorded with high-speed video progressive
cameras with digital interface made by Pulnix. These cameras are capable of
a sustained rate of 36 million pixels per second that may be arranged into dif-
ferent frame-rates, from 120 to 350 frames per second. Image acquisition by a
progressive scan method is particularly suited to the measurements of experi-
mental data because the whole image is captured at once by the camera, while
interlaced cameras capture only odd- or even-line sub-frames. The sequences are
recorded on a standard PC directly to RAM and then saved to disk in order to
keep costs minimal.

An example of the frames recorded during experiments is shown in Fig. 1.

3 Velocity Field Computation

There are a few ways to compute velocity vector fields. They may be grouped
into three families: those belonging to the family of gradient-based optical flow;
those based on cross-correlation, such as correlation-based optical flow and clas-
sical particle image velocimetry (PIV); and those methods that work by tracking
single particles or features along their trajectories, such as feature-based optical
flow and particle tracking velocimetry (PTV). It is important to note that, while
the first two categories supply a regularly-meshed and dense field, tracking solu-
tions give raise to sparse results as they mainly rely on the presence of markers,
either particles or features, within the granular flow.
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without masking with active masking

Fig. 3. Comparison between a simulated flow and an experimental flow profile.

near the flow boundary cause an over-extended background determination that
prevents the computation of the velocity field inside the flow boundary.

One solution is to use area filters, explained in the following section, to regu-
larize the image and then to binarize it. The resulting region, displayed as white
pixels, matches well the background of the example frames as show by Fig. 4.

4 Image Analysis by Connected Components

The procedure implementation to compute the masking region was developed by
using data-parallel operators based on connected components. Before proceeding
with the description of such procedure, the basic working tools are presented:
the notion of connected component, of connected filters, and of data-parallel
processing .

Fig. 4. The output of the background selection on one of the example frames.
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4.1 Basic Definitions

The following definitions aim at defining precisely the rather intuitive concept
of connected component.

Given an image (of N ×M pixels), the concept of adjacent pixels can be
formally described using the image planar graph representation [6] where vertices
represent pixels and edges exists when and only when two pixels are adjacent.

Domain: An image domain D is a (rectangular) subset of N× N

Discrete image: A discrete image is a mapping of a domain D into a set of
computer representable values I (eg. a subset of N,Z, or Q):

f : D→ I

Relationship: If two pixels U,V ∈ D are related by the binary relation ) ⊆ D×D,
they will be noted

U ) V

Connectivity: For each image pixel a (symmetrical) connectivity relationship )
is defined so that

U ) V iif pixels U and V are adjacent

If V ∈ D, the (nearest) neighbourhood of V is the subset

N = {Q ∈ D : V ) Q}

Connected components: The partitions of D by ) are called connected compo-
nents. Equivalently, two pixels U,V ∈ D belong to the same connected
component iff there exist a set

P = {P0, P1, . . . , Pn}

such that

P0 = U, Pn = V and ∀i ∈ N, 0 ≤ i < n : Pi ) Pi+1

4.2 Connected Filters

Connected filters are filters designed using connected components. Among con-
nected filters, filters by reconstruction [7] play an important role and collect
openings by reconstruction and closings by reconstruction.

In particular we define opening by reconstruction any operation that is the
composition of any pixel-removing operation composed with a trivial connected
opening, which actually reconstructs any connected component that has not been
completely removed; on the other hand closing by reconstruction is the dual op-
eration in that it is the composition of a pixel-adding operation composed with a
trivial connected closing, which completely removes any component which is not
entirely preserved. Connected openings and connected closings are also known
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under the names of geodesic dilations and geodesic erosions [8] or propagations [9]
depending on the different points of view they were first introduced.

Filters by reconstruction for grey-scale images are computed by stacking (i.e.
adding) the result of their binary counterparts applied to each of the (grey-scale)
image cross sections [10]. It is customary to call pores all the small dark subsets
surrounded by light areas and to call grains all the small light subsets surrounded
by dark areas.

Area filters, which inspired our method, belong to the class of filters by
reconstruction. They are chosen among the filters by reconstruction because
of their shape-preserving ability while reducing variations among pixel values.
Their practical use follows the standard guidelines for alternating filters, thus
intermixing opening by reconstruction and closing by reconstruction; in this
way they allow the filling of black pores and the removal of white grains. In
particular, area openings and area closings use a size criterion for the pixel-
removing or pixel-adding operations: any component whose size is less then the
required amount is removed

4.3 Data Parallel Programming

Data parallel is a programming paradigm that provides programmers with op-
erators that manipulate images as a whole to perform image transformation.
This concept leads to simple code that is close to the application and avoids the
explicit manipulation of individual pixels. Even if data parallelism was first used
for SIMD architectures, it is now available in some high level languages, such as
High Performance Fortran [11], C$ [12] or Parallaxis [13], that can be used on
workstations or parallel machines of any class.

This approach has proved to be valuable when considering either pointwise
operation (thresholding, multi-frame operations, . . . ), or local transformations
(convolution, morphological operations, . . . ).

An extension [14] to this paradigm was proposed so that region-based pro-
cessing (e.g. moment computation, shape analysis, . . . ) could be expressed in
terms of data-parallel operations working on connected sets of pixels, which can
represent multiple image regions, contours, or other connected parts with respect
to the image topology.

The advantages for programmers are reduced development time, more concise
code (hence less error prone), higher portability, . . . Additionally by using the
connected component extension the processing of multiple objects within a single
image is independent of the actual number of objects to be processed, thus
simplifying the theoretical development of algorithms as demonstrated by the
displacement computation.

The aforementioned area filters, for instance, can be easily implemented in a
data-parallel way using very few commands: inside a loop that scans all the grey
levels, the sizes of all the connected components is computed and those whose size
is less that the user-selected threshold are inverted (grains becoming background
and pores filling foreground holes) and the resulting image is accumulated to get
the final result at the end of the loop.
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5 Conclusions

A procedure to extract the background region of a granular flow was presented.
The extracted region is used as a mask thus enabling the computation of the ve-
locity field using standard PIV techniques. The velocity information, measured
from high-speed video sequences of granular flow experiments, will be used to
tune and validate mathematical and rheological models of debris flows. New sim-
ulation programs, based on the smoothed particle hydrodynamics method [15],
are being developed and will make use of the computed results.

Acknowledgements

The authors wish to tank Francesca Kovacic who gave a valuable support in
running the experiments and analysing the measured data, and Roberto Allieri
for his precious assistance in setting up the experimental flumes.

References

1. Takahashi, T.: Debris Flow. Balkema, Rotterdam (1991)
2. Stoker, J.J.: Water Waves. Interscience Publishers, New York (1957)
3. Horn, B.K.P., Schunck, B.G.: Determining optical flow. Artificial Intelligence

(1981)
4. Raffel, M., Willert, C., Kompenhans, J.: Particle Image Velocimetry. Springer-

Verlag (1998)
5. Sveen, J.K.: MatPIV. http://www.math.uio.no/~ jks/matpiv/ (2004)
6. Serra, J.: Image Analysis and Mathematical Morphology. Academic Press, New

York (1982)
7. Salembier, P., Serra, J.: Flat zones filtering, connected operators, and filters by

reconstruction. IEEE Transactions on Image Processing 4 (1995) 1153–1160
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Chandra, Sunil II-183
Chang, Carolina I-209
Chang, Jae Sik I-176
Chen, Wensheng II-67
Cheng, Jian I-587
Cheng, Lishui I-285
Cheng, Yun I-419
Chetverikov, Dmitry II-223
Choung, Young Chul II-279
Chung, Paul W.H. II-343
Civera, Jorge II-630
Coito, Fernando J. II-19
Collado, Juan Manuel I-579
Costeira, João P. I-102
Coutinho, David Pereira II-355
Cubel, Elsa II-630
Cuenca, Sergio I-667, I-683
Cuevas-Martinez, Juan C. II-571
Cuoghi, Lorenza II-674
Cyganek, Bogusław I-308

Dai, Daoqing II-67
Dai, Haisheng II-555
Dai, Kui I-419
Darbon, Jérôme I-351
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González-Jiménez, Daniel II-513
Gracia-Roche, Juan José I-484
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Herrero, José Elı́as I-484
Hidalgo, José Luis I-376
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Payá, Luis I-623
Peña-Dı́az, Marco II-595
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Šára, Radim II-439
Saucan, Emil II-405
Schulte, Stefan I-368
Sebastián, Jose M. I-631
Sebe, Nicu I-28
Selmaoui, Nazha II-303
Serratosa, Francesc II-131, II-139
Shang, Yanfeng II-447
Shet, Rupesh N. II-343
Shi, Fanhuai I-647
Shin, Yeong Gil II-463
Sigelle, Marc I-351
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